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Abstract

In this paper, we introduce AutoMV, an autonomous agent
framework designed for generating real estate marketing
videos. The framework integrates a diverse set of existing
models into a tool library, allowing the agent to intelligently
select and execute the appropriate tools. Given property im-
ages and text, the agent decomposes the task into manage-
able subtasks, generating storyline directives and correspond-
ing camera movement trajectories to guide the video produc-
tion process. By automatically applying video synthesis tech-
niques and incorporating multimedia elements such as subti-
tles and background music, the agent transforms static real es-
tate images into dynamic, visually appealing videos, thereby
optimizing their impact for digital marketing purposes.

Introduction

Visual media is crucial for real estate digital marketing, of-
fering detailed product presentations and boosting potential
buyer engagement. However, most real estate platforms still
rely heavily on static images, which is insufficient to deliver
the spatial awareness and immersive experience videos can
provide. This gap primarily stems from the high costs and
complexity of producing video content, which are not feasi-
ble for individual homeowners and smaller real estate firms.
Attempts to address this, such as creating slideshows with
transitional effects to simulate videos (Hua, Lu, and Zhang
2006; Luo et al. 2012), reduce production challenges but fail
to achieve the same coherence and viewer engagement, of-
ten resulting in viewer fatigue due to repetitive transitions.
Recent advancements (Ho et al. 2022b,a; Singer et al.
2022; Blattmann et al. 2023; Chen et al. 2023a; Girdhar et al.
2023) demonstrate diffusion models’ impressive capabilities
in video generation, with models capable of producing ex-
tended videos based on conditional imagery. Some of these
models (Xing et al. 2023; Zhang et al. 2023b; Chen et al.
2023b; Ren et al. 2024; Zhang et al. 2024; Sharma et al.
2024) focus on enhancing the predictability of video outputs
driven by text. For instance, OpenAlI’s Sora (Brooks et al.
2024) is capable of producing videos exceeding a minute in
duration guided by textual prompts. However, text-prompt-
based generation models often struggle to capture the intri-
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cate details within prompts, making it challenging to ensure
the stability and predictability of the generated video (Fan
et al. 2024). Additionally, this approach still depends on the
user’s skill in crafting effective prompts and their expertise
in video production, resulting in inconsistent video quality.
Furthermore, fine-grained motion control based on storyline
directives is essential but remains largely unaddressed.

To address these challenges, we introduce AutoMYV, an
innovative marketing video generation system powered by
a multimodal large language model (MLLM) agent (Ma,
Zhang, and Zhao 2024; Wang et al. 2023a). AutoMV au-
tonomously transforms static real estate images into dy-
namic, engaging videos by generating narrative directives
and corresponding camera movement trajectories, effec-
tively constructing a dynamic storyboard. Leveraging ad-
vanced vision-language models (Liu et al. 2023a; Team et al.
2023; Anthropic 2024), the agent analyzes images to iden-
tify salient features, optimize camera movements (e.g., pan-
ning, zooming, transitions), and localize objects for pre-
cise framing and cropping. Subsequently, a video genera-
tion diffusion model synthesizes videos that follow the spec-
ified camera movements, resulting in a visually dynamic and
compelling presentation of the real estate properties. Fur-
thermore, AutoMV incorporates multimedia elements such
as subtitles and background music, chosen based on contex-
tual relevance and aesthetic harmony. This comprehensive
approach significantly enhances the presentation and mar-
keting impact of real estate listings, offering a cost-effective
and highly automated solution for individual homeowners
and smaller real estate agencies.

System Architecture

Figure 1 illustrates an overview of the AutoMV framework.
At the core of the system is the MLLM agent, which func-
tions as the “brain” to autonomously orchestrate the entire
workflow. It decomposes tasks and formulates the solution
using specialized tools to execute key processes, including
image understanding, video enhancement, video generation,
and post-processing of video.

Agent Planing

After receiving the image and property description inputs,
the MLLM agent autonomously decomposes the problem
into subtasks. Utilizing GPT-4V’s robust scene recognition
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Figure 1: System architecture and demo website (screenshot)

and inference capabilities (OpenAl 2023), it performs com-
prehensive image analysis to extract salient features and
unique selling points (Yang et al. 2023; Zhou et al. 2023). By
interpreting user preferences and marketing objectives, the
agent generates customized storylines, plans camera move-
ments (e.g., zoom in, pan up), and transitions to align with
the desired narrative. This includes designing paths to high-
light specific property features, effectively showcasing the
property’s appeal. The agent then executes each subtask by
calling external tools, ultimately solving the problem.

Object Extraction

The object extraction tool within the image understanding
toolkit enables the agent to process images and associated
text, identifying objects and generating close-up shots of
these elements. For enhanced object detection, the agent uti-
lizes Grounding DINO (Liu et al. 2023b), an open-set de-
tector that integrates the Transformer-based DINO detector
(Zhang et al. 2023a) with grounded pre-training. Given that
the objects identified often stem from an infinitely large and
unpredictable input space (Li et al. 2023), the zero-shot de-
tection capability of this module is crucial for the agent’s
adaptability and efficacy.

Resolution Promotion

The video diffusion model requires fixed-resolution input
images, and simple resizing can lead to detail loss and in-
stability. To mitigate this, the MLLM agent assesses im-
age resolution to decide on using a resolution enhancement
tool before video generation. Specifically, the agent employs
the SWINIR super-resolution model (Liang et al. 2021) to
upscale images, preserving original details and minimizing
quality degradation during diffusion. This method balances
inference speed and algorithmic efficiency, providing the
agent with improved images for subsequent processing.

Video Generation

For the video generation process, the MLLM agent leverages
the advanced video diffusion model, MotionCtrl (Wang et al.
2023b), due to its ability to precisely control camera trajec-
tories in accordance with the project’s specifications. This

model integrates stable video diffusion technology with a so-
phisticated camera motion control module. The agent guides
virtual camera’s movements according to the combination
of visual input and its own planning from the image under-
standing module, ensuring adherence to predetermined tra-
jectories within spatial coordinates to effectively showcase
property features.

Video Post-Processing

To enhance the final video output, the MLLM agent em-
ploys a video post-processing module. Given that MotionC-
trl (Wang et al. 2023b) produces video clips at 14 frames
per second (fps), the agent uses RIFE (Huang et al. 2022),
an optical flow-based real-time interpolation method, to in-
crease the frame rate and improve smoothness. Furthermore,
the agent customizes the video by adding subtitles, select-
ing appropriate background music based on user prefer-
ences and image characteristics, and incorporating informa-
tive text overlays that display property details or floor plans
at the beginning and end of the video. This ensures the gen-
erated videos are not only visually appealing but also infor-
mative and engaging.

Demonstration
We created a demo website! to help users easily produce
real estate showcase videos. Users can upload images, se-
lect features, and add text, all without dealing with technical
complexities. For more details, please watch the video in the
supplementary materials.

Conclusion

This paper presents a real estate video generation agent that
transforms static real estate images into dynamic videos
by leveraging vision-language models and diffusion tech-
niques. The agent autonomously analyzes user input, de-
composes the task, selects appropriate tools, and executes
the most suitable processes, offering a cohesive framework
for marketing video creation. Future work will focus on ex-
panding the tool library to augment the system’s capabilities.

"Demo website: https://automv.yepai.com.au. More generated
video showcases here: https://youtu.be/aChD6FHVFK4
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