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Abstract

Sketch plays a critical role in the human art creation pro-
cess. As one of the functions of the sketch, text-to-sketch
may help the artists to catch the fleeting inspirations effi-
ciently. Different from traditional text2image tasks, sketches
consist of only a set of sparse lines and depend on very strict
edge information, which requires the model to understand
the text descriptions accurately and control the shape and
texture in the fine-grained granularity. However, there was
very rare previous research on the challenging text2sketch
task. In this paper, we first construct a text2sketch image
dataset by modifying the prevalent CUB dataset. Then a
novel Generative Adversarial Network (GAN) based model
is proposed by leveraging a Conditional Layer-Instance
Normalization (CLIN) module, which can fuse the image
features and sentence vector effectively and guide the sketch
generation process. Extensive experiments were conducted
and the results show the superiority of our proposed model
compared to previous baselines. An in-depth analysis was
also made to illustrate the contribution of each module and
the limitation of our work.

1. Introduction

Sketch is a set of human-drawn strokes imitating the ap-
proximate boundary and internal contours of an object. It
plays a vital role in art composition, acting as an indispens-
able intermediate state. The artists firstly transfer the ini-
tial idea into a sketch with abstract content and ambiguous
semantics, then complement and refine it repetitively with
more elaborate details, including composing the layout, col-
orizing the figures and filling the texture, etc, and finally fin-
ish the artistic paintings. Generating sketches from natural
language descriptions can be used as a functional approach
to initialize the art composition, which may help the artist
speed up the representational process and catch the flitting
inspirations efficiently.
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Figure 1. Text-to-sketch examples in our SketchCUB dataset.

Unlike generating realistic images conditioned on
given text descriptions (aka. text2image), text-to-sketch
(text2sketch) is a more challenging task. Since sketch gen-
eration drops the color feature and only keeps the stroke
feature, it depends on rigid edge information. Thus the mis-
sion requires the computer to identify the critical charac-
teristic and draw them with simple smooth strokes while
understanding and getting the point from the limited natu-
ral language. Besides, any unreasonable stroke will bring
a strange visual perception for human eyes. However,
to the best of our knowledge, there is very rare previous
work exploring this challenging task. Most researchers
mainly focus on two separate tasks, image generation from
text and sketch generation from image [14, 22]. Various
advanced Generative Adversarial Networks (GANs) have
been proposed, including Deep Fusion GAN with a fu-
sion module to deepen the text-image fusion process [25].
Whereas on sketch generation from images, researchers



have contributed most in human facial sketch applications
[14, 32, 24, 16].

To bridge the gap of text to sketch, in this paper, we try
to challenge the task of generating sketches from natural
language descriptions. There are several obstacles. Firstly,
there is no off-the-shelf mature dataset with high-quality
text and sketch pairs as far as we know. On the other hand,
most traditional text2image approaches [31] are based on
multi-stage modular architecture and lack an efficient fusion
mechanism between image features and sentence vector,
which ignore the particularity of sketches and thus can not
control the amount of change in shape and texture based on
the input natural language text accurately [11]. The above
limitations make the existing text2image models perform
less satisfying on this task.

To address the above challenges, we propose a novel
text-to-sketch generation approach named text2sketch Gen-
erative Adversarial Network (T2SGAN). We follow the nat-
ural process in art generation and focus on the sketch gener-
ation from the natural language descriptions. Moreover, to
facilitate the quality of generated sketches, inspired by U-
GAT-IT [15], we modify the existing GAN model and im-
plement Conditional Layer-Instance Normalization (CLIN)
based fusion block in the T2SGAN’s generator, which has
the following three advantages. Firstly, compared to mul-
tiple generators and discriminators structure in the tradi-
tional text2image models, CLIN can fuse the image features
and sentence vector seamlessly. It also encourages the text
descriptions to guide the whole image generation process.
Secondly, compared to previous popular batch normaliza-
tion (BN), CLIN does not need to depend on the size of the
batch of images and the training process becomes more sta-
ble. Thirdly, by performing the normalization in the layer
and channel on the feature map based on the global sentence
vector, CLIN is capable of flexibly controlling the amount
of change in the generated sketches’ shape and texture fea-
tures with learned parameters from the dataset [15]. All the
above advantages finally directly enhance the performance
of T2SGAN’s generator and indirectly improve the accu-
racy of T2SGAN’s discriminator.

To tackle the deficiency of the text2sketch dataset, we
contribute a new dataset (denoted as SketchCUB) orig-
inated from the prevalent text2image CUB [27] dataset.
Specifically, we apply an efficient model-based approach to
transfer the realistic bird images into sketch bird images.
For the text descriptions, we drop the words describing the
color characteristic which have no impact on the matched
sketch image. Meanwhile, we delete the text without obvi-
ous meaning and rephrase some natural language descrip-
tions without clear meaning. Figure 1 illustrates some ex-
amples from our dataset.

Overall, our contributions are summarized as follows:

• We propose a novel text2image task, which is to gener-

ate sketch images from natural language descriptions.
We also contribute a dataset (denoted as SketchCUB)
by modifying the prevalent CUB dataset to facilitate
the future research.

• We devise a novel GAN-based model (named as
T2SGAN) for this task by leveraging several Con-
ditional Layer-Instance Normalization (CLIN) fusion
blocks in the generator. Extensive experiments were
designed to verify the effectiveness and superiority of
our proposed model. To help other researchers better
replicate our work, both our dataset and code will be
released publicly.

2. Related Work
To the best of our knowledge, text2sketch has not been

wildly explored in deep learning area, but there are some re-
searches related to this subject. Blow we summarize related
works in two aspects including text2image generation and
image2sketch generation.

2.1. Text to Image

Generative Adversarial Networks (GANs) [6] are a
framework that gives a lot of inspirations in the deep learn-
ing research field. Many variants have been explored based
on GAN and were largely used in the area to generate the
images from text descriptions. For instance, [18] is the first
to use the conditional GAN (cGANs) to produce plausible
images from text descriptions. DM-GAN [37] uses the idea
of Memory Network [29] to build a dynamic memory mod-
ule that can refine the blurry information which is not well
generated from the initial images. DF-GAN [25] introduces
a one-stage text-to-image backbone that synthesizes the im-
age by one pair of generator and discriminator instead of us-
ing different generators. Attn-GAN [31] establishes a cross
mechanism that evaluates both the text description and the
image information and computes the image-text matching
loss to add more details while training the generator. Stack-
GAN [34] uses multiple pairs of generators and discrimina-
tors to generate high-resolution images based on the low-
resolution images and intermediate features gathered from
the text information.

2.2. Sketch Generation

Comparing to natural images, sketches are rare but use-
ful in both research and application area. Sketch generation
has been studied in different approaches. [3] introduces
Edge-GAN which uses the encoder to capture the edge
spatial layout of the sketches. [4, 35] introduce an auto-
matic photo-sketch synthesis and retrieval algorithm based
on the sparse representation. ASGAN [24] generates the
face sketches by two pairs of generators and discriminators



Figure 2. Overall structure of T2SGAN for text-to-sketch generation. z and η are noisy vectors for sketch initialization. s and w are matched
sentence-level and word-level representations for the real sketch. s′ and w′ are corresponding representations of negative samples.

that one of which is to gather the attributes of faces while
the other one is used for converting image to sketch. Sketch-
GAN [17] employs a conditional GAN model to generate
the missing part while comparing the free-hand sketch to
the actual image. DoodlerGAN [5] proposes an idea about
creating sketches that were not seen in human drawings. Fi-
nally, Stagewise-GAN [28] introduces a text2sketch model
that is particularly used in the field of the criminal investi-
gation. It encodes the face attributes described in the text
and transforms that into sketches by a model that can refine
the complex and ambiguous description of the text.

Our purposed method T2SGAN is different from above
two lines of research including the traditional text2image
task and image2sketch task. We take a short path that
forms the sketch directly from the text. Comparing to the
Stagewise-GAN which focuses on the attributes of the hu-
man faces, our method provides a more detailed and com-
plex sketches based on the description of birds. Our model
gathers the features of text and images more deeply and ef-
ficiently by the sequence of CLIN Blocks. Thus, our model
is more effective to synthesize text-matching sketches and
covers more precise details.

3. T2S-GAN
In this paper, we propose a novel text2sketch Generative

Adversarial Network named as T2SGAN. The architecture

of T2S-GAN is shown in Figure 2. In this section, we elab-
orate each part of our model as follows: First, we intro-
duce the overall framework of T2SGAN and describe the
components of the generator and discriminator. Then, we
illustrate the proposed Conditional Layer-Instance Normal-
ization (CLIN) fusion block in detail. Finally, we introduce
the loss function of each part.

3.1. Overall Framework

Text encoder. The text encoder aims at learning the fea-
ture representations from the natural language descriptions.
Here, the bidirectional long short-term memory (Bi-LSTM)
network [7] is applied and fine-tuned by AttnGAN [31] with
our dataset as text encoder. It is trained with real image-text
pairs by minimizing the Deep Attentional Multimodal Simi-
larity Model (DAMSM) loss [31]. The text encoder encodes
the sentence into a sentence vector. We adopt the last hid-
den state vector as sentence vector s and the hidden states
on each step as word vector w.
Sketch initialization. To avoid discontinuity in the latent
data manifold with limited data, we follow [34] to augment
the sentence vector with a random vector η. Then the aug-
mented sentence feature s is further concatenated with a
random vector z as initialized input sketch feature to the
network. Here, z and η are both sampled from a standard
normal distribution.



Generator. The generator has two inputs, a sentence vec-
tor from text encoder and an initialized sketch vector. The
initialized sketch vector is firstly fed into a fully connected
layer and the output is reshaped to sketch features. It also
includes a designed up-sampling block which consists of
fully connected layer, a reshape operation and two convo-
lution layers to generate a sketch feature map. Then five
CLIN fusion blocks are implemented to fuse the text and
image features. Residual block is finally utilized to fuse
the text information and visual feature maps to learn multi-
modal representations across image and text features.
Discriminator. Following the adversarial training strategy
in GANs, we employ a discriminator Di that distinguishes
whether the sketch is real or fake to guide the generation
corresponding to its relevant ground truth. It is composed of
several down sampling blocks and convolution layers. To be
specific, to further enforce our model to learn better align-
ment between the image and the conditioning text, we adopt
the Matching-Aware Gradient Penalty (MA-GP) [18] and
design a discriminator Dm during training. The discrimina-
tor takes real sketches and their corresponding text descrip-
tions as positive sample pairs. The negative sample pairs are
composed in two ways: the first group includes real images
with mismatched text, whereas the second one includes the
synthetic images with their corresponding text. Here, the
text is fed to text encoder to obtain text embeddings, and
the sketch is fed through a series of down-sampling blocks
to obtain sketch features. Finally, the sketch features and
text features are concatenated to produce the decision score.

3.2. CLIN Fusion Block

Fusion of features from different modalities is the core
block in many multi-modal generation tasks. AttnGAN [31]
adopts the attention mechanism to extract details from the
text to generate the corresponding visual concepts. SD-
GAN [33] uses batch normalization (BN) to reinforce the
visual-semantic embedding for the visual generation and
proves its superiority in generation task. However, the ad-
vantage of BN is not obvious for sketch generation since
BN considers the content of all images in a batch when cal-
culating the normalized features. As a result, the unique
details of each sketch sample is neglected. Compared with
general image-to-image generation tasks, sketch generation
is a much more challenging task. As a visually sensitive
task, slight change of sketch line may affect the quality of
the generated sketch. Unreasonable strokes in white canvas
will also lead to strange visual perception for human eyes.
Due to the sensitivity of this task, the information of each
pixel for each sample is very important. Therefore, BN, an
algorithm that normalizes all samples in each batch is not
suitable for sketch generation. Inspired by AdaLIN [15], we
propose Conditional Layer-Instance Normalization (CLIN)
by combining the advantage of Instance Normalization (IN)

and Layer Normalization (LN) to selectively change or keep
the content information. By this way, CLIN fusion block is
devised to facilitate the complex text2sketch problem.

β = FC(s) (1)

γ = FC(s) (2)

CLIN can help our attention-guided model to flexibly
control the shape and texture based on the input natural-
language text. The sentence vector s is normalized by
two one-layer Fully Connected layer (FC) to predict the
language-conditioned channel-wise scaling parameter γ
and shifting parameter β respectively:

CLIN(x, γ, β) = γ(ρLN(x) + (1− ρ)IN(x)) + β (3)

IN =
a− ηI√
ιI2 + ζ

(4)

LN =
a− ηL√
ιL2 + ζ

(5)

where ηI , ηL, and ιI , ιL are channel-wise, layer-wise mean
and standard deviation correspondingly. The values of ρ is
adjusted by the generator in the range of [0, 1] to balance
the weight of LN and IN. When the value of ρ is close to
1, it means the LN is more important, vice versa, the IN is
more important when the value of ρ is close to 0.

As shown in Figure 2, the CLIN fusion block (CLIN-B)
consists of a convolution layer, multiple stacked CLIN and
ReLU layers. As the CLIN fusion blocks deepen the net-
work, a residual connection[8] is equipped for each CLIN
fusion block to avoid vanishing gradient during training.

3.3. Loss Function

Discriminator Loss. To promote the semantic consistency
between text and the generated sketch for the discriminator,
the discriminator is trained via adversarial loss associated
with the MA-GP [25] loss as follows:

LD
adv =− E[min(0,−1 +Dm(I, s))]

− 1/2E[min(0,−1−Dm(I ′, s))]

− 1/2E[min(0,−1−Dm(I, s′))]

+ E[(k∇xDm(I, s) + k∇eDm(I, s))p]

(6)

where s is the corresponding text description of real sketch
I while s′ is the mismatched text. I ′ is the generated sketch;
k and p are two hyper-parameters to balance the effective-
ness of gradient penalty.
Generator Loss. To make the generated image I ′ similar
to real image I and makes it match the corresponding input



text, the whole adversarial loss of generator with Matching-
Aware Gradient Penalty(MA-GP) is as follows:

LG
adv = −1/2[E[Di(I

′)] + E[Dm(I ′, s)]] (7)

We also apply the perceptual loss [13] based on a ResNet
network R pre-trained on the ImageNet dataset [19], to
keep the generated sketch semantically consistent with real
sketch in content. The network is used to extract semantic
features from both the generated image Î and the real sketch
I , and the perceptual loss is defined as:

LG
per(Î , I) =

1

WiHiCi
(||Ri(I)−Ri((Î))||2) (8)

where Ri is the activation of the ith layer of the ResNet net-
work, Wi,Hi and Ci represents width, height and channel
of current feature map.

Until this point, there is no guarantee that the output
sketch of our generator will be corresponding to the text in
fine granularity. To solve this issue, we add the widely-used
DAMSM proposed by [31] in our framework. DAMSM loss
Ldam provides an additional word level sketch-text match-
ing loss for training the generator.

Finally, we jointly train the generator, discriminator by
using the full objective as follows:

L = Ladv + λ1Lper + λ2Ldam (9)

where λi controls the scale of loss weight to balance differ-
ent losses.

3.4. Implementation Details

For text encoder, the embedding size of bidirectional
LSTM is 256, the maximum length of the text is set to 18.
And the noisy vector is initialized with dimension of 100.
In the genetator, the initialized sketch vector is reshaped to
512×4×4. The up-sampling blocks consist of the nearest-
neighbor upsampling followed by a 3×3 convolution with
stride of 1. The CLIN block consists of convolution layers
with size 3×3 and stride 1. The generated sketch is in the
resolution of 256×256. Our network is trained using Adam
with β1 = 0.0 and β = 0.9. The learning rate is set to
0.0001 for the generator and 0.0004 for the discriminator.
The model is trained for 500 epoches with batch size of 24.
The hyper-parameter of λ1 and λ2 are set to 0.1 and 0.2 re-
spectively, and p in Equation 6 is set to 5 by following [36].

4. Experiments
To validate our method, we conduct extensive quanti-

tative and qualitative evaluations. We select two typical
methods on text-to-image synthesis as baseline methods for
comparision: AttnGAN [31] and DM-GAN [37]. Results
by the two baseline methods are obtained by their authors’

Figure 3. The construction process of SketchCUB dataset.

publicly released code. In addition, we design a T2S-GAN
variant by using Conditional Batch Normalization (CBN)
[33] to investigate the proposed components of our pro-
posed CLIN. We also conduct further model tuning and er-
ror analysis to explain the hyper-parameter setting and lim-
itation of our work.

4.1. Datasets

As the deficiency of text-to-skech dataset, we construct
a large-scale image dataset, SketchCUB, for experiments.
The dataset is mainly converted from CUB dataset [27],
where each bird image includes two to six descriptive sen-
tences. The construction process contains two steps. First,
we modify the natural descriptions for each image. Consid-
ering that the sketch is not colorized, we remove the color
description words and rewrite the text based on the content
of the image manually. Totally 30 graduate students were
invited to rephrase and check the natural descriptions twice.
Second, we apply an open-source holistically-nested net-
work (HED) [30] to transfer realistic images into sketches,
which will be explained later. Finally, sketches images that
are not easily identified or of low quality were also removed.
As shown in Table 1, the final SketchCUB dataset contains
200 bird categories with 10,843 images. It includes a train-
ing set with 8,326 images in 150 categories and a test set
with 2,517 images in the remaining 50 categories.

To obtain the sketches from colored images, we uti-
lize the holistically-nested network (HED) [30] to extract
sketch. HED is proposed to address the edge detection
issue, which extracts features on an object level. Recent



Table 1. Statistics of SketchCUB dataset.
Dataset category image
train 150 8,326
test 50 2,517
Total 200 10,843

works [1, 12] have proved the HED’s capability of gen-
erating sketches. Inspired by those works, we connect a
scale-associated side output to the first convolutional layer
in the holistically-nested network, to extract the expected
characteristics and fine-grained information. Among the
fusion layer in HED, we sum up the multi-scale detection
responses to prevent fine-grained features from being ne-
glected during sketch generation. It also helps to resolve
the ambiguity in boundary detection and improve the per-
formance of edge detection [2, 21]. We manually evalu-
ated the generated sketches from HED and verified the high
quality of the images.

The process of sketch extraction is shown in Figure 3
(a) and (b). It indicates the text2sketch generation in bird
species is a challenging task. On the one hand, colorized
images may help to distinguish the species difference be-
tween various birds. However, sketches are characterized
by abstractness, making bird pieces visually indistinguish-
able. On the other hand, some of the sketch images includes
both foreground objects (usually the birds) and background
objects (trees or branches), thus presenting specific detailed
appearances for the foreground bird is more challenging. In
this case, we only keep (a) and remove (b) as background
in (b) is dominated and make the bird sketch not clear. Fig-
ure 3 (c) present the example of de-colorized sketch and
re-written text description.

4.2. Baseline and Evaluation Metric

For baselines, we use AttnGAN and DM-GAN for per-
formance comparsion:

• AttnGAN [31] consists of an attentional generative
network which generates high quality image through a
multi-stage process. It also proposes a DAMSM loss to
compute the fine-grained image-text matching loss for
training the generator. This designed structure allows
AttnGAN to produce attention-driven, multi-stage re-
finement for fine-grained text-to-image generation.

• DM-GAN [37] introduces a dynamic memory mod-
ule to refine fuzzy image contents. It also includes a
memory writing gate to highlight important text infor-
mation and a response gate to fuse image and mem-
ory representations. The proposed architecture enables
DM-GAN to refine initial images with wrong color and
rough shapes during text-to-image generation tasks.

The performance of these models is evaluated by Incep-
tion Score (IS) [20], Frechet Inception Distance (FID) [9],

and human evaluation. Each model generates 3000 images
conditioning on the captions from the test set for evaluation:

• FID uses the pre-trained Inception v3 network [23] to
calculate the Frechet distance between synthetic and
photo-realistic images based on the extracted features
[9]. A lower FID implies a closer distance between
synthetic image distribution and photo-realistic image
distribution.

• SSIM[10] is an image quality evaluation algorithm to
measure the similarity of two images. When two im-
ages are identical, the value of SSIM is 1. The larger
the value is, the better the image quality is.

For human evaluation, we invite 15 specialists in fine arts
to evaluate the synthesized sketch images among different
models from both perspective of visual quality (VQ Score)
and semantic consistency (SC Score) between the given
descriptions and generated sketches.

4.3. Quantitative Analysis

The experimental results against baselines are reported
in Table 2. As shown below, our method achieves the high-
est SSIM score and the lowest FID score compared with
other models and the model variant with CBN blocks.

In particular, compared with AttnGAN [31] which uses
a cross mechanism to combine the features of text and im-
age, our model improves the SSIM metric from 0.41 to 0.45
(9.76% relative improvement) and decreases the FID metric
from 55.55 to 26.62 (52.08% relative improvement) on the
SketchCUB dataset. Compared with DM-GAN [37] which
employs Memory Network to handle the information of the
image, our model also improves SSIM from 0.36 to 0.45
(25% relative improvement) and decreases FID from 33.51
to 26.62 (20.56% relative improvement) on the SketchCUB
dataset. Finally, when we replace the CLIN block with CBN
block, both FID and SSIM metrics degrades significantly,
which demonstrates the advantage of CLIN. The quantita-
tive comparisons of SSIM and FID show that our proposed
model T2S-GAN can generate higher-quality sketches from
text descriptions.

Additionally, we also verify the contribution of addi-
tional perceptual loss and the DAMSM loss by conducting
ablation study. It’s observed that, after removing each loss,
both the FID and SSIM metrics degrade, which indicates
the necessity of each component.

4.4. Qualitative Analysis

We also compare and analyze the generated sketch im-
ages generated by AttnGAN, DM-GAN, and the proposed
T2S-GAN. The criteria includes both the quality of the
synthesized sketches and text-sketch semantic consistency.
Figure 4 illustrates the generated sketch examples.



Figure 4. Generated sketch examples of different models.

It’s observed that the sketch images generated by At-
tnGAN [31] and DM-GAN [37] look like simple shapes
and some combinations of fuzzy lines. As shown in the
1st, 4th, 5th, 6th, and 7th columns, the sketches generated
by AttnGAN [31] and DM-GAN [37] are difficult to de-
pict the contours of birds. Benefited from the CLIN Fu-
sion Blocks, our model can generate better object shapes
and vivid feather details of birds (2nd, 5th, 6th, and 7th
columns).

We also find the T2S-GAN can generate sketch images
with better semantic consistency between text and sketch.
For example, in the 1st, 2nd, 5th, and 7th columns of Fig-

Table 2. Evaluation with different models on sketch generation.
Model FID SSIM
AttnGAN 55.55 0.41
DM-GAN 33.51 0.36
T2S-GAN(CBN) 31.42 0.41
T2S-GAN(CLIN)-Lper 26.81 0.44
T2S-GAN(CLIN)-Ldam 27.53 0.43
T2S-GAN(CLIN) 26.20 0.45

ure 4, the baseline models can not present detailed informa-
tion like “spiked crown”, “blunt bill”, “pattern at the end of
its wings”, and “bland beak”, but our T2S-GAN can catch
these patterns and keep consist with the text descriptions.

4.5. Human Evaluation

Table 3. The human evaluation results of different models.
Model VQ Score SC Score
AttnGAN 26.4 25.2
DM-GAN 31.2 29.5
T2S-GAN 42.4 45.3

To measure the quality of the generated images, we also
conduct a user study to compare the user preference for our
method and baseline approaches. We invite 15 graduate stu-
dents majored in fine arts and with experience of sketch
drawing. Given a pair of description text and reference
sketch images, the evaluators are asked to pick one from
three candidate images, while the model name is hidden.
They are instructed to pick the most visually pleasing im-
age and the one most consistent to the text descriptions se-
mantically. Totally 200 generated sketch images were sam-



pled from each model for human evaluation. As shown in
Table 3, our model obtains the majority of votes in both vi-
sual quality and content relevance. The results indicates that
T2S-GAN can better capture the semantic information from
the given descriptions and generate high-quality sketch im-
ages than the baselines.

4.6. Model Tuning

Table 4. Comparison of different numbers of CLIN-B blocks
Model B2 B3 B4 B5 B6 B7 B8
FID 35.8 31.5 26.9 26.2 26.8 27.3 28.2

We conduct experiments to investigate how the number
of CLIN-B blocks affect our model’s performance. The ex-
perimental results are shown in Table 4, from which we can
observe that, generally larger number of CLIN-B blocks
result in better performances within certain range. From
CLIN-B2 to CLIN-B5, the FID score decreases from 35.8
to 26.2. From CLIN-B5 to CLIN-B8, the FID score in-
creases from 26.2 to 28.2. The quantitative comparisons
of FID show that our model T2S-GAN reaches its best per-
formance at CLIN-B5.

4.7. Error Analysis

Although T2SGAN can generate high-quality images
that match the text, it also has some limitations. We demon-
strate some typical bad cases of the generated sketches in
Figure 5 to explore the limitations of our model.

1) Under-interpreting: As shown in Figure 5 (a), the bird
stands on a tree as described in the given context. Whereas
in the generated sketch, the bird is surrounded with blur-
ring points. This is caused by the under-interpretation of
the given text context, when there are multiple objects that
need to be generated. In the future, we may introduce new
loss function to encourage model to focus on multiple ob-
jects in the mentioned descriptions.

2) Over-interpreting: When there involves rich descrip-
tion for the features of the object, the model tends to focus
mainly on certain feature and ignore the others. As shown
in Figure 5 (b) (c), the context description includes detailed
information of the birds such as spiky plumage or speckled
appearance. However, the model tends to concentrate on
features of long tail or long neck instead of generating the
whole bird picture. One possible reason is that these short
text description can not depict sketch completely. In future,
we will enrich the description of sketch and improve the
completeness of generated images.

3) Mis-understanding: Semantic interpretation plays an
important role in sketch generation. Whereas in Figure
5 (d), the model fails to capture the semantic meaning of
glossy. This mis-interpretation influences the stroke’s clar-
ity, and makes the object strokes blurry. To solve this prob-

Figure 5. Some erroneous sketches generated by our model.

lem, we will consider using more advanced text encoder
such as Transformer [26] in the future.

5. Conclusions

In this paper, we propose a novel multi-modal text-to-
image task, which is to generate sketch images from natural
language descriptions. Compared to existing text-to-image
tasks, text-to-sketch requires the model to depict very accu-
rate edge information and is more challenging. To facilitate
the research, we construct an image dataset by modifying
the classic CUB dataset. To fuse the muti-modal informa-
tion of text and image effectively, we devise a novel GAN-
based model T2SGAN which is equipped with several Con-
ditional Layer-Instance Normalization (CLIN) based fusion
blocks. The experimental results demonstrate the proposed
model can catch the fine-grained patterns from text descrip-
tions precisely and generate visually pleasing sketch im-
ages. We also did some error analysis to explore the future
directions of this task.
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