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ABSTRACT
Emotion plays a critical role in calligraphy composition, which
makes the calligraphy artwork impressive and have a soul. How-
ever, previous research on calligraphy generation all neglected the
emotion as a major contributor to the artistry of calligraphy. Such
defects prevent them from generating aesthetic, stylistic, and di-
verse calligraphy artworks, but only static handwriting font library
instead. To address this problem, we propose a novel cross-modal
approach to generate stylistic and diverse Chinese calligraphy art-
work driven by different emotions automatically. We firstly detect
the emotions in the text by a classifier, then generate the emotional
Chinese character images via a novel modified Generative Adver-
sarial Network (GAN) structure, finally we predict the layout for
all character images with a recurrent neural network. We also col-
lect a large-scale stylistic Chinese calligraphy image dataset with
rich emotions. Experimental results demonstrate that our model
outperforms all baseline image translation models significantly for
different emotional styles in terms of content accuracy and style dis-
crepancy. Besides, our layout algorithm can also learn the patterns
and habits of calligrapher, and makes the generated calligraphy
more artistic. To the best of our knowledge, we are the first to work
on emotion-driven discourse-level Chinese calligraphy artwork
composition.

CCS CONCEPTS
• Applied computing → Fine arts; • Computing methodolo-
gies → Image representations.
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1 INTRODUCTION
Calligraphy (the art of writing) plays a significant role in Asian cul-
ture and art. It is regarded as one of the four basic skills of ancient
Chinese literati, along with playing stringed musical instruments,
the board game “Go”, and painting. Calligraphy is celebrated not
only as an artistic expression of writing, but also an outward expres-
sion of the artist’s inner psychology and self-cultivation. Emotions
and the various styles of calligraphy are closely related1. The psy-
chological impulse of calligrapher affects not only the changing
stroke movement of character but also the layout of whole artwork,
and finally contributes to the artistry of the calligraphy [25]. It’s
crucial to take emotion status into consideration when exploring
the automatic synthesis of calligraphy.

Figure 1: A human-created Chinese calligraphy artwork.
The darkness color bar on top indicates the intensity of sad-
ness emotion when writing this artwork.

As shown in Figure 12, this poem describes the melancholy and
loneliness of the author when he was demoted. The calligraphy
1The research on emotion and Chinese calligraphy style can date back to Yuan Dy-
nasty (14th century). Yizeng Cheng, a calligrapher in Yuan Dynasty, wrote a famous
book named Essential Precepts of the Hanlin Academy. In this book, he analyzed and
concluded different emotions can result in stylistic variations for calligraphy creation.
2https://www.comuseum.com/calligraphy/masters/su-shi/cold-food-observance/
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composition was driven by the transition of emotions. At the be-
ginning of the poem, the artist was in peaceful mood when he
was describing the windy weather and river view. Characters show
clarity and are in a steady manner such as the characters in the yel-
low box. Gradually, the depressed emotion brews up when he was
memorizing the dead people. The outburst of sadness is reflected
by the content in the green box, where characters flow together
into a continuous movement and stand out against the paper. Later
depressed state came back when he described the desperate reality
and his demotion. And strokes of characters in the blue box become
thick and plump. Moreover, the layout features of all the characters
vary rhythmically according to the emotional status. The character
size gets larger when the sadness emotion becomes stronger. And
the line spacing and character spacing also range considerably.

Previous research on Chinese calligraphy generation all ne-
glected the importance of emotion. The early works focus on the
reconstruction of strokes extracted from the character [34, 35].
With the popularity of Generative Adversarial Networks (GANs)
[9], there are some attempts made to generate calligraphy images
with pix2pix [30], variational auto-encoder (VAE) GANs [18] and
CycleGAN [1]. Recently, some researchers propose to integrate the
character structure or skeleton information into Chinese font gen-
eration [8, 13]. Although they have achieved significant progress in
the quality of generated images, those researches only treat the Chi-
nese calligraphy generation as a general-purpose style transfer task
and overlook the artistry and completeness of it as a piece of art-
work. None of them consider generating emotional calligraphy, and
they only generate single character images and have no attempts
to arrange characters into a complete piece of calligraphic artwork.
Such defects cause they can not produce aesthetic, stylistic, and
diverse calligraphy artworks, but only generate static handwriting
font library instead.

In this paper, we are trying to challenge the problem of stylis-
tic Chinese calligraphy artwork composition driven by emotions.
Firstly, we train a classifier to detect the emotion for each sentence
in the input text. Secondly, we propose a novel Emotional Calligra-
phy Generative Adversarial Network (ECA-GAN), equipped with
specific auxiliary classifiers and discriminators to enhance both the
style control and content preservation of generation. To facili-
tate one-to-many style transfer, a novel conditional layer instance
normalization is devised. Besides, to encourage diverse generation,
we design a new diversity loss to create diverse stochastic varia-
tions of images. Thirdly, to construct a discourse-level calligraphy
artwork, we define several layout features for characters involved
in calligraphy. Then we combine both linguistic and visual infor-
mation of character images with Recurrent Neural Network (RNN)
to predict the layout features. Due to the lack of off-the-shelf emo-
tional Chinese calligraphy image dataset, we collect a large-scale
Chinese calligraphy image dataset with rich emotions. To the best
of our knowledge, this is the first work to focus on emotion-driven
discourse-level artistic Chinese calligraphy composition.

Our main contributions can be summarized as follows: 1) We are
the first to endow the calligraphy composition with the ability to
express fickle emotions, which improves the artistry and diversity
of the generated calligraphy images significantly; 2) We propose a
novel multi-domain GAN structure (ECA-GAN), which is specifi-
cally designed for calligraphy synthesis task with rich emotional

styles. The evaluation results on both content accuracy and style
discrepancy show its effectiveness; 3) We propose a novel Layout
Net and make the first attempt to realize the discourse-level cal-
ligraphy artwork composition. The qualitative analysis indicates
the artistic advantage of our proposed method; 4) We construct a
large-scale Chinese calligraphy image dataset and will release it to
the research community soon.

2 RELATEDWORK
Image-to-image translation (I2I) is a recent hot topic which aims
to translate images from one domain either to another (one-to-one)
[11, 14, 41] or to others (one-to-many) [4, 10, 16, 42]. Based on the
generative adversarial networks (GANs) [9, 21], Isola et al. [11]
propose a generic image-to-image translation algorithm (pix2pix)
to handle I2I. BicycleGAN [42] combines both cVAE-GAN and cLR-
GAN to encourage a bijective mapping between the latent and
output spaces. To get rid of the constraint of paired data in pix2pix,
CycleGAN [41] and DualGAN [36] utilize the cycle consistency to
improve the training stability. UNIT [17] assumes a shared latent
space for two image domains. It achieves unsupervised translation
by learning the bijection between latent and image spaces using
two generators. U-GAT-IT [14] applies a new attention module
and a new learnable normalization function to flexibly control the
amount of change in shape and texture. MUNIT [10], DRIT [16], and
DMIT [38] make one-to-many mapping possible by decomposing
the image into content part that is domain-invariant and style part
that captures domain-specific properties. StarGAN [4] introduces a
domain classifier and classification loss to achieve multi-domain
translation in a single model.
Chinese character generation is a long studied problem [23, 32,
37]. Most previous works represent Chinese characters based on hi-
erarchical encoding of simple strokes [22, 34, 35, 43]. With the boom
of deep learning and neural networks, some researchers model this
task as style transfer problem [2, 12, 27]. Zi2zi [29, 30] considers
each Chinese character as a whole and learns to transform between
fonts with paired training data. As it is difficult to obtain a large
set of paired training examples, unsupervised character translation
methods become popular [1, 7]. EMD [39] and SA-VAE [26] separate
content and style as two irrelevant domains and use two indepen-
dent encoders to model them. Recent works of [8, 13] divide the task
into several subtasks including skeleton transformation and stroke
rendering, which require multi-stage model architecture. CalliGAN
[33] proposes to integrate the character structure information by
aggregating the stroke and radical embeddings with LSTM, which
is difficult to catch the high-level structure of character.

The differences between above works and ours are: 1) Existing
Chinese calligraphy generation studies focus on the changes among
different fonts, while we consider the emotion factor, which is the
major contributor to the artistry of Chinese calligraphy; 2) We try
to analyze the layout of an entire artwork and generate discourse-
level pieces instead of single character images; 3) We adopt a new
attention module to integrate the structure information of character
as prior domain knowledge via auxiliary classifiers while previous
works simply aggregate the stroke and radical embeddings by order.
Compared with them, our method can learn better generalized
content representation of character images.
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3 APPROACH
As shown in Figure 3, the input of the task is plain text, which
contains several sentences from a classic Chinese article, and the
output is a complete calligraphy image. Our framework consists of
three modules: 1) an emotion classifier based on BERT [5] to detect
emotions in text; 2) an ECA-GAN network to transfer an existing
standard font image to a specific emotional calligraphy image; 3)
a RNN-based layout prediction network, to synthesize the layout
with both textual and visual features.

3.1 Emotion Detection
To recognize the emotion from input, we adopt the state-of-the-art
pre-trained model BERT [5] for emotion classification. Each line
is analyzed and the emotion transition pattern is obtained by the
classifier. As the input text of Chinese calligraphy is usually from
classical Chinese articles, we fine-tune the model with a manually-
labelled fine-grained sentiment poetry corpus [3], which covers 3
emotion classes, namely peaceful, happy, and sad. The classification
accuracy is 65.5% in our experiment. (Note that [3] reports a three-
class classification accuracy of 63.7% on the same dataset.)

Figure 2: Basic structures of Chinese characters.

3.2 Image Generation
3.2.1 Model. As it is difficult and expensive to collect adequate
training pairs for all emotional styles, we formulate the emotional
Chinese calligraphy generation as an unsupervised image-to-image
translation task. The objective is to learn a mapping function from
the source domain to the target domain with huge unpaired samples
drawn from each domain. Here, we propose a novel GAN-based
model (denoted as ECA-GAN) to learn various emotional callig-
raphy styles. The encoder of the generator is composed of two
convolution layers with the stride size of two for down-sampling
and four residual blocks. The decoder of the generator consists of
four residual blocks and two up-sampling convolution layers with
the stride size of one. Two different scales of PatchGAN [11] are em-
ployed for the discriminator network, which classifies whether local
and global image patches are real or fake. Different from previous
style transfer tasks (e.g., photo2vangogh and photo2portrait), the
target fonts usually have large shape change compared with source
fonts. Therefore, both the style control and content preserva-
tion are crucial for our task. Style control makes the generated
images stylized, while content preservation guarantees the gen-
erated images recognisable. To enhance content preservation, we
propose to integrate the character knowledge into the model by
considering the structure of Chinese characters. As Figure 2 shows,
there are four basic structures including single structure, up-down
compound, left-right compound, and bounded structure, which are
shared among all the Chinese characters [28]. Inspired by Class

Activation Map (CAM) [40], we design an auxiliary classifier 𝜂𝑐
to classify the input image into four structure categories in the
generator to learn the content-aware representation 𝑎𝑐 (𝑥) of
image. The auxiliary classifier is trained to learn the importance
weights of all feature maps, then we calculate a set of domain spe-
cific attention feature maps and guide the generator to focus more
on the structure region of characters. Meanwhile, we also design
a structure discriminator 𝐷𝑐 to help the model learn the content
of characters better. 𝐷𝑐 learns to classify the real image and gener-
ated image into the four structure categories. Similarly, to enhance
style control, we design another auxiliary classifier 𝜂𝑠 to learn the
style-aware representation 𝑎𝑠 (𝑥) of image. The task for 𝜂𝑠 is to
classify the input image into either source or target style. We also
devise an extra style discriminator 𝐷𝑠 to distinguish the difference
between multiple emotional styles. We put the source domain im-
ages and three target domain images together to form a mixed-style
data. Then we force the style discriminator 𝐷𝑠 to classify the dif-
ferent emotional styles between the generated images and images
from mixed-style data. Finally, we fuse the content-aware and style-
aware representations by element-wise multiplication (addition
and concatenation are also tried but less effective), and feed it into
decoder for generation.

In order to equip ECA-GAN the ability to integrate multi-styles
in a single model, we proposed a novel CLIN (Conditional Layer
Instance Normalization) to guide the model to generate specific
stylized character images based on the predicted emotion category
from BERT. Inspired by CIN (conditional instance normalization)
[6], scaling and shifting parameters are sufficiently specialized for
an affine transformation after normalization for each style, while all
convolutional weights of a style transfer model can be shared across
different styles. Meanwhile, the AdaLIN [14] function, by adaptively
selecting a proper ratio between Instance Normalization (IN) and
Layer Normalization (LN), helps the attention-guided model to
flexibly control the amount of change in shape and style. Therefore,
CLIN combines the advantages of CIN and AdaLIN. The equation
is as follows:

𝐶𝐿𝐼𝑁 (𝑥, 𝜇𝑒 , 𝜎𝑒 ) = 𝜇𝑒 (𝜌𝐿𝑁 (𝑥) + (1 − 𝜌)𝐼𝑁 (𝑥)) + 𝜎𝑒 (1)

where 𝜇𝑒 , 𝜎𝑒 are emotion-dependent embedding vectors, and 𝑒
indicates the emotion label. And IN represents channel-wise nor-
malization and LN represents layer-wise normalization respectively,
they are balanced by a parameter 𝜌 , which is learned from datasets
during training time.

Besides, considering diversity is a basic requirement of real cal-
ligrapher’s artwork composition. Inspired by [31], we propose to
introduce a noise tenor 𝑧 in the input of the generator and design a
new diversity loss that encourages to create stochastic variations
for the same character image.

3.2.2 Training Objective. Our objective contains five parts: adver-
sarial loss, diversity loss, cycle consistency loss, structure loss and
the CAM loss. Let’s set 𝑥 and 𝑦 as samples from source images and
target images, 𝑧 is a noise vector for the input, 𝑒 is emotion label,
and 𝐺𝐹 , 𝐺𝐵 , 𝐷𝑏𝑖 , 𝐷𝑐 , 𝐷𝑠 represent forward generator, backward
generator, binary discriminator, structure discriminator and style
discriminator respectively. 𝐺𝐹 and 𝐺𝐵 share the same network.
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Figure 3: Overview of our emotional calligraphy generation framework.

The adversarial loss [9], making the generated images𝐺𝐹 (𝑥, 𝑧, 𝑒)
indistinguishable from the real images 𝑦, can be written as:

L𝑎𝑑𝑣 (𝐺𝐹 , 𝐷𝑏𝑖 ) =E𝑦 [𝑙𝑜𝑔𝐷𝑏𝑖 (𝑦)]
+ E𝑥 [𝑙𝑜𝑔(1 − 𝐷𝑏𝑖 (𝐺𝐹 (𝑥, 𝑧, 𝑒)))]

(2)

To encourage the diversity of generation, we design a diversity
loss to measure the mean of the distance among output images and
use reciprocal to maximize it.

L𝑑𝑖𝑣 (𝐺𝐹 ) =
1
𝐾

𝐾∑
𝑖=1

1
E𝑥 | |𝐺𝐹 (𝑥, 𝑧𝑖 , 𝑒) −𝐺𝐹 (𝑥, 𝑧 𝑗 , 𝑒) | |1 + 𝜀

(3)

where 𝑧𝑖 and 𝑧 𝑗 are different noise vectors during training (𝑖 ≠ 𝑗 ),
𝐾 is the number of input noises. 𝜀 is a hyper-parameter to prevent
division by zero.

To ensure that the cycle transformation is able to bring the image
back to the original state, the cycle consistency loss [41] is defined
as:

L𝑐𝑦𝑐𝑙𝑒 (𝐺𝐹 ,𝐺𝐵) = E𝑥 [| |𝐺𝐵 (𝐺𝐹 (𝑥, 𝑧, 𝑒), 𝑧′, 𝑒 ′) − 𝑥 | |1] (4)

To improve the generation quality, a structure lossL𝑐 is proposed
to facilitate training. We design a structure discriminator 𝐷𝑐 to
distinguishwhether the generated sample𝐺𝐹 (𝑥, 𝑧, 𝑒) has the correct
character structure 𝑦𝑐 .

L𝑐 (𝐺𝐹 , 𝐷𝑐 ) = − (E𝑥 [𝑙𝑜𝑔(𝐷𝑐 (𝑦𝑐 |𝐺𝐹 (𝑥, 𝑧, 𝑒))]) (5)

where 𝐷𝑐 (𝑦𝑐 |𝐺𝐹 (𝑥, 𝑧, 𝑒)) represents a probability distribution over
its corresponding four basic structures.

We also bring CAM loss to promote the style and the content
transformation:

L𝑐𝑎𝑚 (𝜂𝑐 , 𝜂𝑠 ) = − (E𝑥 [𝑙𝑜𝑔(𝜂𝑐 (𝑦𝑐 |𝑥 ′))]
+ E𝑥 [𝑙𝑜𝑔(𝜂𝑠 (𝑦𝑠 |𝑥 ′))])

(6)

where 𝜂𝑐 , 𝜂𝑠 are two auxiliary classifiers and 𝑥 ′ denotes the en-
coded feature maps of image. They are forced to predict the correct

category of the style 𝑦𝑠 and the structure 𝑦𝑐 , for exploiting distinct
regions of images during image translation.

Apart from above loss, a style lossL𝑠 is used to facilitate training
and improve generation quality. We construct a style discriminative
network 𝐷𝑠 to distinguish the style of generated sample𝐺𝐹 (𝑥, 𝑧, 𝑒).

L𝑠 (𝐺𝐹 , 𝐷𝑠 ) = −E𝑥,𝑐 [𝑙𝑜𝑔(𝐷𝑠 (𝑐 |𝐺𝐹 (𝑥, 𝑧, 𝑒))]) (7)

where 𝐷𝑠 (𝑐 |𝐺𝐹 (𝑥, 𝑧, 𝑒)) represents the probability distribution of
generated image 𝐺𝐹 (𝑥, 𝑧, 𝑒) over its target domain label 𝑐 .

Finally, we jointly train the generators, discriminators, and clas-
sifiers by using the full objective L as follows:

L = 𝜆1L𝑎𝑑𝑣 + 𝜆2L𝑐𝑦𝑐𝑙𝑒 + 𝜆3L𝑑𝑖𝑣
+ 𝜆4L𝑐𝑎𝑚 + 𝜆5L𝑐 + 𝜆6L𝑠

(8)

where 𝜆𝑖 controls the scale of loss weight to balance different losses.
Here,L𝑎𝑑𝑣 consists of forward and backward losses:L𝑎𝑑𝑣 = L𝐹

𝑎𝑑𝑣
+

L𝐵
𝑎𝑑𝑣

, and L𝑐𝑦𝑐𝑙𝑒 , L𝑐 , L𝑠 , L𝑐𝑎𝑚 , L𝑑𝑖𝑣 are defined in the same way.

3.3 Layout Prediction
The goal of Layout Net is to predict the overall spatial arrangement
for the whole piece of calligraphy artwork, which includes the
space between characters (character spacing), the distance between
the lines (line spacing), and the allocation of characters (size of
character image). For character and line spacing, we follow the
rules which are summarized by professional calligraphers directly.
The character spacing is between [0.3, 1], and the line spacing is
between [0.25, 2].

For the character size prediction, we formulate it as a sequential
modeling problem: given the sequence of character images in con-
text, we need to predict the size of the following character image.
Previous research [20] only takes shape feature of character as input
and uses first-order Markov chain for modeling. Here, we propose
to model it with a recurrent neural network and design four input
features: 1) E, emotion embedding, 2) R, ink density, which is the
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ratio of black pixels to the number of pixels in a standard square
box. 3) C, the number of components of Chinese character, 4) S, the
number of strokes of Chinese character. As we only generate Chi-
nese calligraphy artwork written in vertical direction, the column
width is usually fixed, which is set by the largest character in the
column. We first predict the normalized height of character, then
scale the width by the same ratio. Thus, it won’t damage the shape
of the character. In order to predict the size of character image, we
set the height 𝐻 of character as our learning objective. To handle
the size difference of various calligraphy works during training, we
normalize the target height 𝐻𝑡 as a ratio 𝛾𝑡 by the mean height of
all character images in the vertical line.

The Layout Net can be formulated as follows:

ℎ𝑡 = 𝑅𝑁𝑁 ( [𝐸𝑡 ; 𝑆𝑡 ;𝐶𝑡 ;𝑅𝑡 ], ℎ𝑡−1) (9)

𝛾 ′𝑡 =𝑊𝑜ℎ𝑡 (10)
where ℎ𝑡 is the hidden state of RNN, and𝑊𝑜 is used to map ℎ𝑡 to
𝛾 ′𝑡 . Mean-square loss 𝐿 is used to optimize Layout Net:

𝐿 =
1
𝑁

𝑁∑
𝑡=1

(𝛾𝑡 − 𝛾 ′𝑡 )2 (11)

where 𝑁 is the number of characters in each vertical line.

4 CHINESE CALLIGRAPHY DATASET
To the best of our knowledge, there is no off-the-shelf Chinese
calligraphy image dataset with emotion labels, thus we collect
a large-sale Chinese calligraphy dataset, which includes a char-
level calligraphy image dataset and a discourse-level calligraphy
image dataset. As to emotion, we focus on the most common three
emotions, which include happy, sad, and peaceful.

Table 1: Statistics of char-level calligraphy dataset

Style Train Valid Test
Happy 2610 396 396
Sad 3451 507 507
Peaceful 2011 345 345

4.1 Char-level Calligraphy Dataset
To facilitate the research on emotion-driven calligraphy generation,
we collect the data from a famous Chinese calligrapher3 in China.
We invite the artist to write three styles of calligraphy characters
in the mood of peaceful, happy and sad. As shown in Figure 4
(a), characters of three emotions look quite different from each
other, and they are also quite different from the standard Liukai
font4. In general, we can characterize the three emotional styles
as follows: peaceful characters are clear to read and strokes are
separated from each other. Happy characters are usually written in
a high speed and cursive way. Sad characters contain more ink and
have higher color contrast. It’s observed that, emotional stylistic
calligraphy generation is more challenging than ordinary image
translation tasks (e.g., cat2dog and picture2painting) as both the
3https://en.wikipedia.org/wiki/Qiu_Zhijie
4https://www.foundertype.com/index.php/FontInfo/index/id/4709

Figure 4: Examples of Chinese calligraphy dataset.

shape and style change greatly. Then we scan all characters into
images, de-noise and reformat them into 1250 × 1250 pixels. We
also annotate each image to get the text content. To perform image
translation experiments, we use 4000 images from the standard
Liukai font as the source images. Then form the dataset with above
three emotional font images as target data correspondingly. We
split each style of images into train, validation and test set, and the
data statistics is shown in Table 1.

4.2 Discourse-level Calligraphy Dataset
As shown in Figure 4 (b), we also invite the same calligrapher to
compose discourse-level Chinese calligraphy artworks. The artist
is encouraged to create whole piece of calligraphy with emotions
based on the text of the calligraphy. The article images are first
scanned and split into lines by column. Then each line is segmented
into characters, and the text labels are annotated manually. To-
tally 10,000 lines of calligraphy are finally obtained, which cover
1300 classical Chinese articles and 65,032 characters. The sentence-
level emotion distributions are 42.4% for peaceful emotion, 27.5%
for happy emotion, and 30.1% for sad emotion. The percentage is
obtained by running the emotion detection in Section 3.1.

5 EXPERIMENTS
5.1 Character Image Generation
5.1.1 Experimental Setup. Following [1], we adopt content accu-
racy and style discrepancy as evaluation metrics. 1) Content ac-
curacy. We perform handwriting Chinese character classification
experiments on the generated images. We use the pre-trained CNN-
HCCR [19] network to classify images generated from different
models and compute the classification accuracy. The intuition is
that, if the generated characters are realistic, the model will be
able to classify them correctly. 2) Style discrepancy. To measure
the discrepancy of style between target images and synthesised
images, we calculate the mean-square difference 𝜙 between style
feature representations of target image 𝑣𝑡 and generated image 𝑣𝑔 .
The lower score of style discrepancy indicates a higher similarity
between two images. In this experiment, the input of Conv-Block4
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Table 2: Evaluation on character image generation. Top1-acc represent content accuracy and Sty-dis means style discrepancy.
Pref-sc means preference score. ‘w/o 𝜂𝑠 ’, ‘w/o 𝜂𝑐 ’, ‘w/o 𝐷𝑐 ’ and ‘w/o 𝐷𝑠 ’ represent corresponding ablated models.

Emotions Peaceful Happy Sad
Models Top1-acc Sty-dis Pref-sc Top1-acc Sty-dis Pref-sc Top1-acc Sty-dis Pref-sc
zi2zi 0.294 0.030 4.5 0.121 0.040 1.7 0.336 0.037 2.3
CycleGAN 0.335 0.035 14.7 0.141 0.037 7.9 0.432 0.039 5.8
U-GAT-IT 0.487 0.033 33.3 0.348 0.033 39.2 0.733 0.032 42.1
ECA-GAN 0.571 0.021 47.5 0.401 0.023 51.2 0.768 0.018 49.8
ECA-GAN w/o 𝜂𝑠 0.498 0.034 − 0.351 0.033 − 0.709 0.035 −
ECA-GAN w/o 𝜂𝑐 0.457 0.028 − 0.312 0.027 − 0.663 0.025 −
ECA-GAN w/o 𝐷𝑠 0.534 0.029 − 0.374 0.031 − 0.722 0.028 −
ECA-GAN w/o 𝐷𝑐 0.502 0.023 − 0.369 0.024 − 0.712 0.020 −
Human 0.645 − − 0.465 − − 0.812 − −

Figure 5: Diversity of generated calligraphy images.

of CNN-HCCR is used as the latent style representation. This can
be formulated as follows:

𝑣𝑖 𝑗 =

𝑛2∑
𝑘

𝐹𝑖𝑘𝐹 𝑗𝑘/𝑛2 (12)

𝜙 =
1
𝑀2 (𝑣

𝑔 − 𝑣𝑡 )2 (13)

where𝑀 is the number of filters in one layer, 𝑛 is the size of feature
map 𝐹 and 𝑣𝑖 𝑗 is the inner product between two feature map 𝐹𝑖 , 𝐹 𝑗 .
The final representation of an image, which is composed by 𝑣𝑖 𝑗 , is
given by the matrix 𝑣 ∈ RN×N.

We choose three models for comparison, including zi2zi [30],
CycleGAN [41] and U-GAT-IT [14]. 1) zi2zi is used to transfer
source images into multi-domain target images based on the pix2pix
[11] framework with an additional category embedding for vari-
ous styles. As zi2zi requires paired data for training, we align the
three styles images to standard LiuKai font images respectively.
2) CycleGAN uses cycle-consistent adversarial network to learn
mapping between two domains. It’s a typical baseline of unpaired
image-to-image translation model. 3) U-GAT-IT is a strong base-
line for unsupervised two-domain image translation, which designs
an attention module to focus on important regions distinguishing
between two domains of images with large shape change. We have
also tried StarGAN [4] in our task. However, as character images
from different emotional styles are complex and diverse, a single
StarGAN can not have enough capacity to model. We use Adam

optimizer [15] with batch size of 1 and train 20 epochs. In Equa-
tion 8 we set 𝜆1=5, 𝜆2=10, 𝜆3=0.01, 𝜆4=1000, 𝜆5=10, and 𝜆6=10. For
learning rate, we initial it with 0.0001 for the first 8 epoch and
then linearly decay it every 5 epoch. All the models are trained on
NVIDIA Tesla P40 (single card) for two days.

5.1.2 Experimental Results. Both qualitative and quantitative anal-
ysis are conducted to evaluate the quality of generated images.
For fair comparison, we do not add the diversity loss when com-
paring with zi2zi, CycleGAN, and U-GAT-IT. We only apply the
diversity enhancement technique when generating discourse-level
calligraphy artwork.

Quantitative analysis As shown in Table 2, we can get follow-
ing interesting results: 1) zi2zi performs the worst in our task and is
incapable of generating recognizable character images. 2) U-GAT-
IT outperforms the CycleGAN, which proves the effectiveness of
CAM loss and AdaLIN function on catching the important regions
in large geometric variations. 3) ECA-GAN exceeds the U-GAT-
IT in both content accuracy and style discrepancy significantly,
which indicates the advantages of our proposed model on both
content preservation and style control. 4) The content accuracy of
human-written images in the testset is also given, which shows
the difficulty of the tasks for different emotional styles. In general,
our model achieves the highest content accuracy rate and the low-
est style discrepancy for all three emotion styles. Besides, we also
conduct a user study. 147 educated people of different ages are
shown the generated images from different methods, and required
to select the most visually pleasing image to the ground-truth. For
each emotional style, 100 groups of character images are picked
randomly each time for evaluation. Only images are present while
the model name is hidden. The final preference score was obtained
by averaging the total scores for each model over 147 people. Table
2 shows that our proposed method wins much higher preference
score for all three emotional styles in the user study compared to
other methods.

Qualitative analysis For qualitative analysis, we demonstrate
some generated images from all models in Figure 6. It’s obvious that,
ECA-GAN can generate more recognizable and style-distinguished
images than the baselines. Zi2zi produces very poor results in all
three styles. The images generated by zi2zi are either incorrect
(green box) or hard to read (blue box). CycleGAN can capture some
of stylistic features of the target images such as the heavy ink for
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Figure 6: Comparison of the baselines and our approach. The green box shows error strokes, the red box shows the noise
information, the purple box indicates missing strokes, and the blue box indicates blurred results.

Figure 7: Generated images of ablated models

sad mood, but the generated results have many unreasonable noise
strokes (shown in red box). As for U-GAT-IT, the generated im-
ages are readable in general, but the detailed information reveals
its weakness for style transformation. When imitating the cursive
strokes of happy mood, U-GAT-IT inclines to produce blurs, just
as the characters shown in the blue box. Moreover, it also pro-
duces some images with missing strokes as the purple box shows.
The comparison illustrates the images generated by our model are
more precise in content. What’s more, ECA-GAN also learns the
emotional styles better. For peaceful style, the strokes are tidy and
separated from each other. For happy style, the generated characters
are written in a cursive way. For sad style, more ink is presented and
color is heavy. These features are consistent with the ground-truth
images in the original dataset. Figure 5 (a) illustrates that our model
can generate diverse character images. For the same character with
different emotions, the generated images are in different styles.
Even for the same character with the same emotion (sad), by ap-
plying our diversity enhancement technique, we can still generate
different variants. Figure 5 (b) shows the diversity in a complete
piece of generated calligraphy artwork.

5.1.3 Ablation Study and Visualization. To study the impact of
different components on overall performance, we further do an
ablation study for ECA-GAN. As Table 2 shows, when we remove
the auxiliary classifiers 𝜂𝑐 , 𝜂𝑠 separately, both the performance
drops significantly, which proves the efficacy of content-aware and

Figure 8: Examples of content CAM and style CAM.

style-aware representations. When we remove structure discrimi-
nator 𝐷𝑐 , the Top1-acc drops more obvious than style discrepancy,
which indicates 𝐷𝑐 can guide the model on learning the content of
characters. Figure 7 illustrates some generated examples from each
ablated model. Besides, to show the effectiveness of CAM images
presentation encoding, we also visualize the heated attention maps
in Figure 8. We observe that, by adding auxiliary structure clas-
sifiers, the content-aware feature map 𝑎𝑐 (𝑥) makes the structure
region of character distinguishable (left and right components are
separate), and the style-aware feature map 𝑎𝑠 (𝑥) focuses more on
the distinct outline of the character (left and right components are
connected).

5.1.4 Universality of our approach. Considering ECA-GAN was
invented for emotional stylistic character generation, it’s interest-
ing and necessary to explore if the model can be applied in other
non-emotional stylized font generation tasks. Here, we conducted
further experiments on two public calligraphy generation datasets.
One is Luxun-style calligraphy dataset 5, which contains 324 char-
acter images. The other is Wangxizhi-style calligraphy dataset 6,
which includes 600 character images. For space limitation, we omit
the detailed comparison with our baselines and only demonstrate
the generated examples in Figure 9. It’s observed that, although

5https://www.foundertype.com/index.php/FontInfo/index/id/253
6https://github.com/changebo/HCCGCycleGAN/blob/master/lanting.zip
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Figure 9: Generated images for Luxun and Wangxizhi style.

the two styles are quite different, ECA-GAN can not only precisely
inherit the overall and stroke style distinction from target images
but also keep high-level content accuracy of characters. This in-
dicates our model can be a universal framework for stylistic font
generation task.

5.2 Layout Prediction
5.2.1 Experimental Setup. The vanilla Recurrent Neural Network
is used for modeling (LSTM and GRU are also tried, however, the
model is very easy to overfit with limited training data). We set
the dimension of embedding to 5 for input features 𝐸, 𝐶 , and 𝑆
respectively. For the later two, we firstly calculate the distributions
of stroke number and component number over all Chinese charac-
ters in the vocabulary, then do feature discretization by putting the
value into 5 buckets. For ink ratio feature 𝑅, we use it directly. To
prevent from over-fitting, we set the hidden size of recurrent neural
network to 32 and train the model for 10 epochs. The RNN model is
trained with the discourse-level Chinese calligraphy dataset men-
tioned before.

To evaluate the forecast errors, we choose Mean Absolute Er-
ror (MAE) and Mean Absolute Percentage Error (MAPE) [24]
as metrics. MAE is a scale-dependant error measure and it reflects
the average absolute error. MAPE is a percentage error measure
and it’s unit-free. The lower values of MAE and MAPE indicate the
model behaves closer to human calligrapher in spatial arrangement
of calligraphy artwork.

For comparison, we choose three baselines. 1) Fixed-size layout,
which assigns the same size for every character image; 2) Random
layout, which predicts the size of character by randomly sampling
from a fixed range; 3) Markov chain [20], which considers the
shape features as input features and predicts the size of character
with first-order Markov chain.

5.2.2 Experimental Results. Table 3 shows that, with the help of
the RNN, our Layout Net outperforms all baselines significantly on
MAE and MAPE metrics. As 𝑅,𝐶 , and 𝑆 all belong to shape features,
here we do an ablation study by removing the emotion embedding

Figure 10: A case study for generated calligraphy with dif-
ferent layout prediction strategies.

𝐸 from input. We observe that: 1) With only shape features, our
Layout Net still outperforms Markov chain, we argue that RNN
model can capture the dependency for much larger context; 2) After
removing emotion embedding, the accuracy of Layout Net drops
significantly, which proves the importance of emotion on the layout
of calligraphy artworks.

Table 3: Evaluation on layout prediction.

Method MAE MAPE
Random layout 0.516 69.5%
Fixed-size layout 0.453 40.2%
Markov chain 0.327 35.7%
Layout Net - Emotion 0.281 33.6%
Layout Net 0.244 28.4%

5.2.3 Case Study. To demonstrate the effect of Layout Net, we do a
case study in Figure 10. We compare the calligraphy artworks gen-
erated by different layout prediction methods. The human-created
image is also given for showing the ground-truth. Figure 10 shows
that our proposed model predicts the size of characters more con-
sistent with the ground-truth (e.g., the character in green circle
should be large and character in red circle should be small).

6 CONCLUSION AND FUTUREWORK
In this paper, we propose a challenging task, which is to compose
discourse-level Chinese calligraphy artwork driven by emotions.
We firstly utilize an emotion classifier to detect the emotions from
the given text. Then we propose a novel unsupervised multi-domain
GAN structure (ECA-GAN) to learn various emotional styles ac-
curately. Thirdly, we define the dominant features for calligraphy
layout and propose a layout network to sequentially model these
features with textual and visual information from character images.
We also collect a large-scale Chinese calligraphy image dataset with
rich emotions. Both qualitative and quantitative analysis indicate
our approach can generate more aesthetic, stylistic, and diverse
calligraphy artworks than baselines. In the future, we will explore
more emotional styles of the generated calligraphy such as lonely,
cheerful and fearful.
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