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Abstract. Nowadays, it is a heated topic for many industries to build intelligent
conversational bots for customer service. A critical solution to these dialogue
systems is to understand the diverse and changing intents of customers accu-
rately. However, few studies have focused on the intent information due to the
lack of large-scale dialogue corpus with intent labelled. In this paper, we propose
to leverage intent information to enhance multi-turn dialogue modeling. First,
we construct a large-scale Chinese multi-turn E-commerce conversation corpus
with intent labelled, namely E-IntentConv, which covers 289 fine-grained in-
tents in after-sales domain. Specifically, we utilize the attention mechanism to
extract Intent Description Words (IDW) for representing each intent explicitly.
Then, based on E-IntentConv, we propose to integrate intent information for both
retrieval-based model and generation-based model to verify its effectiveness for
multi-turn dialogue modeling. Experimental results show that extra intent infor-
mation is useful for improving both response selection and generation tasks.

Keywords: Multi-turn Dialogue Modeling - Large-scale Dialogue Corpus - In-
tent Information.

1 Introduction

With the rapid development of artificial intelligence, many conversational bots have
been built for the purpose of customer service, especially in E-commerce. Building a
human-like dialogue agent has lots of benefits for the E-commerce customer service
industry. It can not only improve the working efficiency for the professional customer
service staffs, but also save amount of labor costs for the E-commerce company.
Existing approaches to building end-to-end conversational systems mainly concen-
trate on retrieval-based models [19, 25, 26], generative-based models [5, 6, 13] and hy-
brid models [14, 21]. Impressive progress has been made on modeling the context [19,
24], leveraging external knowledge [6], and promoting the language diversity of re-
sponse [5, 7]. However, previous works did not pay enough attention on the user intent
in conversations. There are two major issues: 1) existing dialogue datasets are deficient
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for intent-augmented dialogue modeling. There is basically no large-scale multi-turn di-
alogue corpus with intent labelled. 2) Most existing neural conversation models do not
explicitly model user intent in conversations. More research needs to be made to under-
stand the user intent and to develop intent-augmented response selection and generation
models, which is exactly the target of this paper.

To tackle above two obstacles, we firstly construct a large-scale multi-turn dialogue
corpus with intent labelled, namely E-IntentConv, which consists of more than 1 mil-
lion conversations about after-sales topics between users and customer service staffs in
E-commerce scenario. Nearly three hundreds fine-grained intents are summarized and
provided based on real business of E-commerce customer service for understanding the
user intents accurately. To represent the user intents explicitly, we also extract tens of
words (Intent Description Words, denoted as IDW) to depict each intent with attention
mechanism. Then, we propose a novel intent-aware response ranking method and an
intent-augmented neural response generator to leverage the extra intent information for
dialogue modeling. For the response ranking model, an ensemble modeling paradigm
with three intent-aware features is well-designed. For the neural dialogue generator, an
extra intent classifier is integrated into the decoder to enhance the intent expression.
Experimental results validate that both response selection and generation tasks can be
improved with our proposed models. To the best of our knowledge, it is the first work
to build dialogue systems with intents of large-scale multi-turn conversations.

To sum up, our contributions are two-folds: 1) we collect a very large-scale multi-
turn E-commerce dialogue corpus with intent labelled, and we release it to the NLP
community for free®. 2) we propose two intent-aware dialogue models and design ex-
periments to prove that both response selection and response generation tasks can be
improved by incorporating intent information.

2 Related Work

There are two lines of research that are closely related to and motivate our work: multi-
turn dialogue corpus, and end-to-end dialogue system.

2.1 Multi-turn Dialogue Corpus

The research on chatbots and dialogue systems has kept active for decades. The growth
of this field has been consistently supported by the development of new datasets and
novel approaches. Especially for popular deep learning based approaches, large scale of
training corpus in real scenario becomes decisive. More recently, some researchers con-
struct dialogue datasets from social media networks (e.g., Twitter Dialogue Corpus [11]
and Chinese Weibo dataset [18]), or online forums (e.g., Chinese Douban dataset [19]
and Ubuntu Dialogue Corpus [9]). Despite of massive number of utterances included
in these datasets, they are different from real scenario conversations. Posts and replies
are informal, single-turn or short-term related. In terms of dialogue datasets from real

3 We have the license to redistribute this corpus and third-party users can download it from our
official website for research purpose: http://jddc.jd.com.
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scenario, ECD [25] corpus is collected from real E-commerce scenario, which keeps
the nature of conversation flow and the bi-turn information for real conversation. How-
ever, the ECD corpus provides little annotated information for each query, such as intent
information of customers. Compared to ECD [25], our E-IntentConv corpus provides
extra intent information and description words extracted by an interpretative way to help
understanding those intents. These intents contain beneficial information for dialogue
systems to understand queries under complicated after-sales circumstances.

2.2 End-to-end Dialogue System

With the development of dialogue datasets, a number of data-driven dialogue systems
are designed, divided into retrieval-based models [19, 25, 26], generative-based models
[5-7,13,24] and hybrid models [14,21]. For retrieval-based models [19, 25, 26], var-
ious text matching techniques are proposed to catch the semantic relevance between
context and response. But they ignore the constraint between query and response in
the dimension of intent. For generative-based models, modeling dialogue context [24],
leveraging external knowledge [6] and promoting language diversity for response [5,
71 have become hot research topics, but all of them neglect the importance of under-
standing user’s intents. Different from previous work, we propose two intent-enhanced
dialogue models and verify their effectiveness on E-IntentConv corpus.

3 E-IntentConv Construction

The construction of E-IntentConv includes data collection, intent annotation, and intent
description words extraction, which illustrates how we collect the large-scale multi-turn
dialogue corpus, how we annotate the intent for each query, and how we mine the intent
description words.

Table 1. Overview of E-IntentConv.

Total number of sessions 1,134,487
Total number of utterances 22,495,387
Total number of words 253,523,129
Average number of intents per session 4
Average number of turns per session 20
Average number of words per utterance 11

3.1 Dataset Collection and Statistics

We collect the conversations between customers and customer service staffs from a
leading E-commerce website* in China. After crawling, we de-duplicate the raw data,

4 http://www.jd.com
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desensitize and anonymize the private information based on very detailed rules. For ex-
ample, we replace all numbers, order ids, names, addresses with special token <NUM >,
<ORDER-ID>, <NAME>, <ADDRESS> correspondingly. Then, we adopt Jieba’
toolkit to perform Chinese word segmentation. Table 1 summarizes the main informa-
tion about the dataset. It’s observed that the amount of this data is large enough to
support building the current mainstream data-driven dialogue models. Meanwhile, the
average number of intents per session is 4, which indicates that the customers’ intents
are constantly changing as the conversations go on. Thus, understanding these changing
intents accurately is critical to solve the customers’ problems.

Table 2. An example from E-IntentConv corpus. Best viewed in color.

qu | T DA RO IT B AR HEIS Y (Could you help me change the address of the order?)
1 |[Rl— T N T LB R G2 B BB AIMK - (You can contact the delivery staff directly if

the two addresses are in the same city.)

g [ NTERI— 5, e EEE BB, EERARERZE. (Not the same city. The
current address is Shanghai, but I am going to Anhui tomorrow.)

ro TR, HOEETERFIR T ARERRIER), HAREWAE R FHEM . (Sorry, you cannot
change the address to a different city. In this case, we suggest you place a new order.)

qa | IRFRBGE T AR R Z A ZIKWEY  (How long does it take for the refund to arrive if 1
cancel the order?)

rs|MIEZERIT LEBRNENK, & FI-7TLIEAREMK, BHR1-15T ZIEA A
MK FEY | (For Wechat change, it arrives in 1 working day. For debit card, it arrives in 1-7
working days. And for credit card, it arrives in 1-15 working days.)

qa| I AL, RITIXE AT T - (Why can not change the delivery address?
That is too inconvenient.)

ra| EFHI, ENTINRLEF5EEW - (T'm sorry. Our logistics system needs to be im-
proved.)

gs | I X RREL T, FALZZERWE - (That is too troublesome, I'm in a hurry.)

rs|ERIBI | WERERMERESREIN, TITSZGERT Tm so sorry! If T were
you, I would feel the same. We will do our best to improve it!)

q6|TTME - (Fine.)

re| W ERRERE | 185 T 24 RER EZFIIE?  (Thanks for your understanding! What else can
I do for you?)

o

=)

The E-IntentConv illustrates the complexity of conversations in E-commerce. It
covers different kinds of dialogues including: a) task completion: e.g. changing the
order address, b) knowledge-based question answering: e.g. asking the warranty and
return policy or asking how to use the product, and c) feeling connection with the user:
e.g. actively responding to the user’s complains and soothe his/her emotion. Therefore,
it’s totally different from previous dialogue datasets. Table 2 shows a typical example in
the corpus, q1,g2 in blue refer to task completion, g3 in red is knowledge-based question
and answering while ¢4,q5 in purple require feeling connection.

5 https://github.com/fxsjy/jieba
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3.2 Intent Annotation

As the number of queries in the dataset is huge, it’s infeasible to annotate the intents
for all queries manually. Here we use a high-quality intent classifier to label the intent
for each query automatically. The classifier contains totally 289 classes which are sum-
marized based on the real business of E-commerce customer service. The classes are
fine-grained and helpful to understand the user’s intents under the after-sales circum-
stances. To train the intent classifier, we sample 600,000 instances from the corpus and
annotate them manually under the user intent taxonomy. Each instance consists of at
most three consecutive utterances from users (eg. q1,¢2,q3 in Table 2). The former two
utterances are context and the last one is the query. Three professional customer service
staffs are invited to annotate the training data. The inter-agreement score is 0.723° and
the final label is decided by voting strategy. At last, totally 578,127 training samples
are annotated manually under the user intent taxonomy. Considering the challenging of
short text classification and the language understanding in dialogue, we train the intent
classifier with Hierarchical Attention Network (HAN) [22] so each utterance in a train-
ing sample is weighted differently. The classification accuracy on the test set reaches
93% and the Macro-F1 score is 84.22%, which indicates the predicted intents for the
user queries are reliable. By this way, we label the intents for all user queries automati-
cally. Fig. 1 shows the distribution of top 15 intents in E-IntentConv.

Percentage

Warranty Delivery ~Change  Order  Contact Logistics ~Cancel ~ Check  Modify Price Commodity Refund  Return  Time
and ~ duration  order  status customer tracking  order  service invoice protection consultation duration  options for  consultation
return information service list  information  policy

policy

shipping

Fig. 1. Distribution of top 15 intents in E-IntentConv.

3.3 Intent Description Words

Intuitively, intent is a high-level abstraction, so how to make the system understand
the intent becomes important. Here, we try to depict the abstract intent with tens of
explicit words, which can be seen as descriptions or explanations for each intent. We call
those words as Intent Description Words (IDW). IDWs should be better the feature
words from the perspective of classifier, so they can represent the exact meaning of
corresponding intent. Specifically, we utilize the attention mechanism of HAN model

® The Fleiss’ Kappa score is calculated, and above 0.2 is acceptable
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[22] to extract those feature words, which is interpretative as Fig. 2 shows. The words
with the top K highest attention weights in each training instance are picked out as
IDW candidates. After dealing with all training instances, we collect a set of IDWs for
each intent. We rank those words by frequency, and filter the stop words, then top NV
words are chosen as final IDWs for each intent. IDWs are also provided along with our
dataset’.

Intent | fRAZIE 4% SR ITEUR (Warranty and return policy)

% x B XA PR R M F“

ey e omi omw we o K] xx b

(Chinese) -0.30

W e tih REE o

~000

Q Wait yes that’ s the I want tms
s i 0.60
(English) am looking for  the nearest place oo

it Can JD  help me -030

-0.00

IDWs | f& (fix) fE 3 (repair) 4EfE (repair) T 5. (order)

Fig. 2. Visualization of attention weights in HAN. Words with higher attention weights are as-
signed with deeper colors. English translation is provided for understanding.

4 Methods

Based on the intent-labelled corpus above, in this section, we want to validate the ef-
fectiveness of intent information for dialogue modeling. For retrieval-based model, we
propose a novel ensemble modeling paradigm and design three intent-aware features, to
facilitate the response ranking task. For generation-based model, we integrate a special
intent classifier into the encoder-decoder framework to promote the expression of user
intent.

4.1 Retrieval-based Model

Existing retrieval-based models mainly focus on calculating the semantic similarity be-
tween context and response, and treat the response selection problem as a ranking prob-
lem. Both traditional learning to rank models [14, 20] and neural based matching mod-
els (e.g., DAM [26], ESIM [2], and BERT [4]) have been proposed. Here, we propose
an ensemble modeling approach with GBDT [23] to combine the advantages of existing
neural based matching models. By taking BM25 [3], DAM, ESIM and BERT as input
features, we build a regression model (denoted as Ensemble) to predict final similarity.
Meanwhile, we also design several new features to catch the intent consistency between
query and response candidate as follows:

" Empirically, we set K to 4 and N to 50 in this work
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IntentFeat 1: we represent the intent by averaging the word embeddings of all
IDWs, and represent the response candidate by averaging all word embeddings in the
response utterance, then the cosine similarity of two representations is calculated as the
first intent-aware feature.

IntentFeat 2: we calculate the ratio of how many words in the response candidate
are ‘covered’ by the IDWs. A word is considered as ‘covered’ by the intent as long as
the similarity between it and any word in IDWs is greater than the threshold ¢3. Here,
the similarity score is also calculated based on the word embeddings.

IntentFeat 3: for each word in the response candidate, the largest similarity score
between it and all the IDWs is chosen as the final similarity score. Then we average all
similarity scores for all words to represent the similarity between the response candidate

and the intent. By adding the extra intent features, we denoted the model as Ensemble-
IDW.

4.2 Generation-based Model

Popular generation-based models are based on the standard seq2seq model [16] with
attention mechanism [1]. To better utilize these IDWs and make the generated response
Y more informative and consistent with context C', we propose a model named S2S-
IDW. First, we represent each intent z as the average word embeddings of correspond-
ing IDWs. Then z is concatenated to each decoder input and used to update the decoder
hidden state.

Inspired by [15], we use a intent classifier to enhance the intent expression, and the
classification loss is defined as:

Lcrs = —p(2)logg(z]Y) (D

a(:IY) = FOV - 230" Ewe(r: 0, 2)) @

where f(-) is the softmax activation function, p(z) is a one-hot vector that represents
the desired intent distribution for an instance, and Ewe(t; C, z) is the expected word
embedding at time step ¢, which is calculated as:

Ewe(t; C, 2) = Z Vp(yt) - Emb(y;) 3)

Yyt €

that is, for each decoding step ¢, we enumerate all possible words in the vocabulary V.
Finally, the loss function can be written as:

L=Lcg+ ALcrs 4)

where A is a hyper-parameter that controls the trade-off between cross entropy loss Lo g
and classification loss Lo s.

8 Empirically, we set ¢ to 0.6 in our experiments
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S Experiments

In this section, we perform extensive experiments on the E-IntentConv dataset. We
firstly introduce the dataset preparation, then show the experimental setup and results
for the response selection and generation tasks.

5.1 Dataset Preparation

We first divide the around 1 million conversation sessions into training, validation and
testing set with the ratio of 8:1:1. Then we construct I-R pairs from each set into the
{I,R} ={q1,71,42,72, ..., ¢, 7i, Q, R} format, where I = {C,Q} stands for input,
C is the dialogue context, () is the last query, and R represents the response. 7 is set
to 5 so the most recent five rounds of dialogue are kept as context. Finally, there are
2,852,620 I-R pairs for training, 176,600 and 177,412 I-R pairs for validation and
testing respectively.

5.2 Response Selection

Following [19] and [25], we randomly sample negative responses for above training,
validation, and testing sets. The ratio for positive and negative samples is 1:1 for train-
ing set, and 1:9 for validation/testing set. Totally 1 million /-R pairs (Train Set I) are
sampled for training the neural matching models. 200k /- R pairs (Train Set II) are sam-
pled for training the ensemble models. It’s worth noting that there is no overlap between
Train Set I and II. Following [9], recall at position k in n candidates (denoted R1¢@1,
R19p@2, R1,@5) are taken as evaluation metrics.

Our baselines are as follows:

1) BM25: The standard retrieval technique BM25 [3] is used to rank candidates.

2) DAM: The Deep Attention Matching Network proposed by [26], which matches
a response with its multi-turn context using dependency information learned by Trans-
formers.

3) ESIM: The Enhanced Sequential Inference Model proposed by [2], which matches
local and composition information by designing a sequential LSTM inference model.

4) BERT: We fine-tune the BERT [4] with - R pairs and use the predicted similarity
score to rank all response candidates.

From Table 3, it can see that, the proposed Ensemble model outperforms existing
neural semantic matching models significantly, which proves that the different features
are complementary to each other. By adding the three intent-aware features, the perfor-
mance of Ensemble-IDW is further improved, which indicates their helpfulness in the
response selection task.

5.3 Response Generation

Totally 500k I-R pairs (Train Set III) are sampled to train various generation models.
We choose BLEU [10] score, Rouge [8] score, and Distinct-1/2 [7] (denoted as Dist-
1/2) to evaluate the quality and the diversity of the generated responses. Here are the
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Table 3. The comparison of retrieval-based models. { means statistically significant difference
over baseline with p < 0.05.

Model Rlo@l R10@2 R10@5
BM25 0.3618 0.4982 0.7570
DAM 0.7634 0.9067 0.9883
BERT 0.7968 0.9249 0.9926
ESIM 0.8114 0.9330 0.9941
Ensemble 0.8628 0.9598 0.9974
Ensemble-IDW |[0.8657F 0.9610% 0.9975

Table 4. Case study for retrieval-based models. The user intent is return policy.

o FHLIRE T80 LIE R I HIRIG (My phone is unpacked, can I still return
it within 7 days without reason?)

1 X ERE— MR EH J< A (Tt doesn’t matter if the phone is unpacked.)

q2 FHLEGE T, B iR T, HESEEEE EH O HAZIE [ve
activated my phone. Is that OK ? Do I need to pay the postage if I return it. )

T2 TFFERITCEAR G, T IR BTAYE 2 T B UK IEZ T AUME (You can
return it within 7 days without reason but you need to pay the postage.)

Q #1122 /D32 %% (Ok, how much is the postage)

IDW im TR, A, BB, Ba %, BRTR, ARIHE, A, TRaE TR, TR, 1BHLET (postage,

problems, returns, freight charges, postage charges, responsible for, fees, ex-
press charges, charges, return goods)

Ensemble BEEAXEERLEHENF, % _ KB EW (You can’t return the
phone within 7 days without reason if you have already activated it. Because
that will influence its secondary sale. )

Ensemble- IDW ;X TMiE % — R E12T0, B HZ I 2B AR S HERYE - (The postage
is usually 12 RMB. My colleague for after-sale service will contact you after
verification.)

baselines:

1) S2S-Attn: The classical seq2seq model with attention mechanism [13], which uses
Bi-LSTM as encoder and LSTM as decoder.

2) TF: The Transformer model with multi-head self-attention mechanism [17]. For pre-
vious two models, utterances in the context are concatenated into one sentence.

3) HRED: The hierarchical recurrent encoder-decoder model proposed by [12] to con-
sider the hierarchical structure in a dialogue session.

Table 5 shows the results of generation-based models. HRED has the best perfor-
mance on diversity however it performs the worst in BLEU and Rouge-L metrics. We ar-
gue that the hierarchical modeling of context keeps more information meanwhile brings
more noise. The S2S models have the highest similarity scores (BLEU and Rouge-L).
With the support of IDWs, S2S-IDW improves all metrics compared with S2S-Attn
(Sign Test, with p-value < 0.05).
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Table 5. The comparison of generation-based models.

Model |BLEU Rouge-L Dist-1 Dist-2
HRED 7.43 16.18 0.37% 3.60%
TF 8.08 18.03 0.20% 1.21%
S2S-Attn | 11.02  22.33  0.12% 0.85%
S2S-IDW| 11.67 23.03 0.24% 1.83%

Table 6. Case study for generation-based models. The user intent is refund period.

qQ XA ERHER N8 . &I ¥ 5 0ORDER-ID (I want a refund for this bag,
and I would like to place a new order for it.)

T1 FEZENEEHE, R RIS IR FI R BIEMOIT (Wait a moment please. T will
deal with your problem as soon as possible, EMOJI.)

a2 ) (OK.)

T2 & & BRI B0E B R, AERRE 2805 TA/EH (Record shows you
have already applied for a refund. It will take 2-5 working days to process it.)

g3 IXMERIETBEIR (How can I get the refund?)

T3 JEIR . (It will go back to your original payment account.)

Q BEREZAF? BEHXMEHE . (How long can I get the refund? I need to

use the money to place a new order.)

IDW  [BE BOH, fE, 24 BAT R, 1T8., 18R, JLK, L3, F 5% (refund, cancellation,
Wechat, how long, bank card, repayment, refund, how many days, process, JD IOU)
S2S8 17~ TAE H#ME (It will take one working day.)

S2S-IDW [ BFAHME F1IEI7T TIEH, ERARTIIER, METERIT LEHT]
T, PGSR BRI 81151 TAEH (Refund period: 1-7 working days
for debit card, 15 working days for credit card, 1 working day for Wechat payment,
and 15 working days for cash payment)

5.4 Case Study

To further illustrate the effectiveness of intent information, we compare the responses
of retrieval-based and generation-based models and in Table 4 and Table 6. We can
see that, responses enhanced by intents are more informative, diverse and appropriate.
Table 4 discusses phone return policy and postage charges. The Ensemble model selects
the wrong answer due to the misleading context information of refurn goods within 7
days without reason. Meanwhile, the IDW words, postage, returns and postage charges
help the Ensemble-IDW model to focus accurately on postage charges related answers
instead. In Table 6, the user is enquiring information on refund period for his product.
As we can see, both models can generate correct answer, however, with IDWs of refund,
Wechat and JD I0U, the S2S-IDW model generates much more informative and diverse
response referring to various payment methods.

6 Conclusion and Future Work

In this paper, we focus on enhancing the dialogue modeling with intent information
for E-commerce customer service. To facilitate the research, we firstly construct the
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E-IntentConv dataset, which not only includes large-scale, multi-turn dialogues in real
scenario but also contains rich and accurate intent information. We also propose two
novel dialogue models and verify the effectiveness of intents in both response selec-
tion and generation tasks. This work is a first step towards intent-augmented multi-turn
dialogue modeling. The work has much limitation and much room for further improve-
ment. For example, the dialogue dataset here is only collected from one company and
the intents are also too domain-specific. And the definition of all intents can be more
clear and discovered by popular topic modeling approach automatically. In the future,
we will improve above aspects, enrich the dataset with more annotations, and explore
more effective approaches to utilize these information.
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