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History of Conversational AI

• Conversational AI is a subfield of artificial intelligence that focuses on enabling machines to engage in human-
like conversation. It uses technologies like machine learning, natural language processing, and speech 
recognition to understand and respond to human language in a natural and intuitive way



Challenges of Conversational AI

• NLU (Natural Language Understanding)
Ambiguities, Handling variability, Context management, Slangs, typos, and abbreviations, domain knowledge

• Understanding User
User profile, personality

• Difficulty in Communicating
Multi-lingual, spoken language

• Costly Investment
High-quality real-scenario training data, computing resources

• Public Skepticism
public suspicion, misconceptions

• Unexpected Questions
unanticipated customer interactions



Category of Dialogue System

Task-oriented
Dialogue System

Open Domain
Chit-chat

Question & Answering

• Designed to help users achieve pre-
defined tasks, such as booking tickets, 
ordering food, or scheduling calls

• Communicate with humans via text, 
speech, gestures, graphics, and other 
means. 

• Often use a pipeline approach that 
employs a variety of modules, 
breaking the task into smaller sub-
tasks.

• usually answer info-seeking questions 
posed by humans in natural language

• use different sources of information, 
such as qa pairs, tables/graphs, 
documents, or the web, to find the 
relevant answers

• a type of conversation that does not 
have a specific goal or topic, but 
rather aims to make the dialogue 
engaging, interesting, and natural

• chatbots that can generate 
responses to any user input, without 
being restricted by a predefined 
domain or task



Pre-trained Large Language Models

Large language models (LLMs): use transformer models and 
are trained using massive datasets, which enables them to 
recognize, translate, predict, or generate text or other 
content
Pre-training: first training a model on one task or dataset, 
then using the parameters or model from this training to train 
another model on a different task or dataset
Fine-tuning: the procedure of re-training a pre-trained 
language model using smaller, task-specific data
Prompt-tuning: adds a small number of tunable embeddings 
to an otherwise frozen model
In-Context learning: LLMs are prompted with instructions or 
demonstrations to solve a new task without any additional 
training
Emergent ability: An ability is emergent if it is not present in 
smaller models but is present in larger models. [Wei et al, 
2022]

Source: https://github.com/Hannibal046/Awesome-LLM 

https://github.com/Hannibal046/Awesome-LLM


Dialogue Pre-training

Dialog-Post: Multi-Level Self-Supervised Objectives and Hierarchical Model for Dialogue Post-Training
Zhenyu Zhang, Lei Shen, Yuming Zhao, Meng Chen, Xiaodong He
The 61st Annual Meeting of the Association for Computational Linguistics (ACL 2023)

POSPAN: Position-Constrained Span Masking for Language Model Pre-training
Zhenyu Zhang, Lei Shen, Yuming Zhao, Meng Chen, Xiaodong He
The 32nd ACM International Conference on Information and Knowledge Management (CIKM 2023)



Transformer is All You 
Need!!!

• The original transformer architecture consisting of an 
encoder- and decoder part. The internal core parts include 
the scaled dot product attention mechanism, multi-head 
attention blocks, and positional input encoding

• With the success of GPT serials, decoder-style architecture 
and pretraining via next-word prediction become 
mainstream structure.

[Vaswani et al, 2017] [Radford et al, 2018]



Self-supervised Learning for Pre-training

• Self-supervised learning: supervise using labels generated from the data without any manual or weak label sources

Masked Language Modeling
(MLM)

Next Sentence Prediction
(NSP)

Next Word Prediction
(NWP)



Existing Drawbacks & Motivations

Characteristics of dialogues

• Hierarchical semantic structure (Serban 
et al., 2016; Xing et al., 2018; Zhang et 
al., 2019), i.e., dialogue → utterance → 
token

• Multi-facet attributes (See et al., 2019; 
Shen et al., 2021a), such as speaker-
shift, content-relatedness, fact-
awareness, and coherence

Motivations

• How can we improve our modeling of 
the hierarchical semantic relations in 
dialogues?

• Is it possible to design auxiliary pre-text 
tasks that capture the multi-faceted 
attributes of dialogues?

• With the classic token/span masking 
method, are we overlooking anything?



HSSA: Hierarchical Segment-wise Self-Attention Network

• HSSA model contains several layers, and each layer is a block consisting of inner-segment self-attention, 
intersegment self-attention, segment updater, and feedforward sub-layers

• HSSA can reduce the memory cost from to



SSOs: Multi-level self-supervised objectives

• We design five multilevel SSOs to 
post-train the dialogue encoder, 
which consist of two token-level 
SSOs,  one utterance-level SSO, 
and two dialogue-level SSOs

• Apply the popular continuous 
multi-task learning (CMTL) 
framework for model training, 
which can pre-train models with 
multitask objectives efficiently 
and prevent knowledge forgetting 
of previous tasks when training 
with the current task objective(s)



POSPAN: Position-Constrained Span Masking

• Existing span masking only considers span length with some discrete distributions, while the dependencies among spans are 
ignored

• We present POSPAN, a general framework to allow diverse position-constrained span masking strategies via the combination 
of span length distribution and position constraint distribution

（1）

（2）

（3）

（4）

（5）

Finally, the pre-training with masked language modeling can 
be decomposed into two losses:



Experiments

• Datasets
• Pre-training: JDDC (Chen et al., 2020) and 

ECD (Zhang et al., 2018)
• POSPAN: 9 public NLU tasks

• Evaluation
• Dialogue Representation Evaluation: SR

& STS
• Dialogue Understanding Evaluation: IC,

Senti, CtxQ, CtxR



Ablation of HSSA Ablation of SSOs

Ablation Study

• We stack 10 layers of HSSA blocks and 2 layers of Transformer blocks, 
the last 2 Transformer layers are devised to capture the full dialogue 
semantics based on the global self-attention (SA) mechanism. Here, we 
first replace the last 2 Transformer layers with 2 HSSA layers (denoted as 
“w/o trs”)

• The performance of Senti becomes slightly better with all HSSA blocks. 
Since the input of Senti task is an utterance without context, it is 
possible that the 12-layer HSSA focusing on the local attention has some 
advantages

• We remove one training objective each time while keeping the 
remaining four, each training objective contributes to the overall 
performance to some extent, indicating the multi-level SSOs are 
complementary

• DCL brings the most benefits, which implies the effectiveness of 
DCL on capturing the content-relatedness of context-context 
pairs



Experimental Results of POSPAN
• All post-training models bring further improvements compared to the strong baseline DeBERTaV3, which shows the effectiveness of post-training 
• Compared with single-token masking, all span-level masking methods yield substantial improvements, indicating the advantage of span-level masking 

on capturing the critical semantics of language. 
• POSPAN obtained the best performance across different tasks, which demonstrates the superiority and necessity of position constraint for span 

masking



Pre-sales E-commerce Chatbot



JD AlphaSales
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Financial Home Loan Chatbot



LLM-based AI Home Loan

Have a try: https://www.yephome.com.au/chat

https://www.yephome.com.au/chat


Architecture of AI Home Loan

Large Language Models

Context Modeling (Summarization + Recent-K + Query Rewriting)
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Stamp Duty

Land Tax

Repayment

Policy Inquiry

Home loan Rec.
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Core Engine: RAG & NL2SQL

Question &
Answering over
unstructured
document

Question &
Answering over
structured
database



Context Modeling

Summarization:
The dialogue is between a user and a home loan assistant. The assistant asks the 
user about their tentative plan to initiate the loan process in the next three 
months. The user confirms they are planning for their first home purchase. The 
assistant asks about the loan purpose, and the user states it is for their own living. 
The assistant then asks about the preferred repayment type, and the user 
chooses principal and interest. The assistant asks about the preferred interest 
rate type, and the user chooses a variable rate. Lastly, the user states a preference 
for HSBC as the bank or lender. The assistant offers to answer any specific 
questions the user may have and provides a general interest rate range for HSBC.

Recent-K utterances

Query rewriting: What is the procedure for home loan 
application with HSBC?



Case Study 1: Calculation

GPT-4: $255,170 Anthropic: $122,500 YepGPT: $202,500

Question: How much stamp duty should I pay for 1.5 million house in Melbourne, I'm Chinese.

Hallucination!



Case Study 2: Recommendation

Question: Which home loan is the top pick in Australia?

GPT-4: No answer Anthropic: No answer YepGPT: Done!

Not accurate!



Case Study 3: Info-Seeking

GPT-4: 6.09% Anthropic: N/A YepGPT: $5.79%

Question: What's the lowest interest rate of Westpac for home loan?

Not accurate!

* This screenshot was made two weeks ago





Take-aways

• The core components of language understanding can be effectively reconstructed based on Large Language 
Models (LLMs), which significantly simplifies the design process of dialogue systems.

• Efficiently incorporating external domain knowledge into LLMs can mitigate the hallucination problem to a certain 
degree.

• A multimodal dialogue system, enhanced by an AI avatar, speech interaction, and LLMs, holds immense 
commercial potential for the future.



Q&A



Thanks!

Email: chenmengdx@gmail.com
Home page: https://chenmengdx.github.io/

Visit: https://www.yepai.com.au/ 

mailto:chenmengdx@gmail.com
https://chenmengdx.github.io/
https://www.yepai.com.au/
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