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Multimodal Intelligence

• Multimodality is a new AI paradigm where various modalities (text, speech, videos, images) are combined 
with multiple intelligence processing algorithms to achieve higher performance

• Multimodal applications currently include various discriminative tasks such as information retrieval, 
mapping and fusion
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Main Challenges

Just spotted this adorable teddy 
bear living its best life! Helmet on, 
ready to ride, and taking in the 
scenic views.
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Multimodal Fusion

*slides borrowed from Douwe’s talk



Early, Middle, and Late Fusion

*slides borrowed from Douwe’s talk



More details

Douwe Kiela’s talk at CS224n of Stanford University: https://www.youtube.com/watch?v=5vfIT5LOkR0&t=5s  

https://www.youtube.com/watch?v=5vfIT5LOkR0&t=5s


G2SAM: Graph-Based Global Semantic Awareness Method for Multimodal Sarcasm Detection
Yiwei Wei*, Shaozu Yuan*, Hengyang Zhou, Longbiao Wang, Zhiling Yan, Ruosong Yang, Meng Chen
The 38th Annual AAAI Conference on Artificial Intelligence (AAAI 2024)

Tackling Modality Heterogeneity with Multi-View Calibration Network for Multimodal Sentiment Detection
Yiwei Wei*, Shaozu Yuan*, Ruosong Yang, Lei Shen, Zhangmeizhi Li, Longbiao Wang, Meng Chen
The 61st Annual Meeting of the Association for Computational Linguistics (ACL 2023)

MNER-QG: An End-to-End MRC framework for Multimodal Named Entity Recognition with Query Grounding
Meihuizi Jia, Lei Shen, Xin Shen, Lejian Liao, Meng Chen, Xiaodong He, Zhendong Chen, Jiaqi Li
The 37th Annual AAAI Conference on Artificial Intelligence (AAAI 2023)

Leveraging Label Information for Multimodal Emotion Recognition
Peiying Wang, Sunlu Zeng, Junqing Chen, Lu Fan, Meng Chen, Youzheng Wu, Xiaodong He
The 24th INTERSPEECH Conference (Interspeech 2023)

Tacking Modality Gap

Label-guided fusion

Our Main Works



Multimodal Sentiment Detection

Motivation:
• Introducing redundant visual features during feature 

fusion
• Causing feature shift in the representation space
• Leading to inconsistent annotations for different 

modal data

Our Approach:
• Propose a Text-Guided Fusion (TGF) module to 

leverage text data to dominate the fusion process
• Propose a Sentiment-based Congruity Constraint 

(SCC) task to restrain representation space
• Introduce an adaptive loss calibration (ALC) strategy 

to calibrate the training loss

Problem Definition Motivation & Solution

Input: <Text, Image> pair
Output: {Positive/Neutral/Negative} 

Yiwei Wei*, Shaozu Yuan*, Ruosong Yang, Lei Shen, Zhangmeizhi Li, Longbiao Wang, Meng Chen, Tackling Modality Heterogeneity with Multi-View Calibration 
Network for Multimodal Sentiment Detection, ACL 2023.



Multi-View Calibration Network



Experimental Results

Datasets:
• MVSA-Single (Niu et al., 2016)
• MVSAMultiple (Niu et al., 2016)
• HFM (Cai et al., 2019)

Baselines:
Unimodal Baselines.
• CNN (Kim, 2014)
• Bi-LSTM (Zhou et al., 2016)
• BERT (Jacob Devlin, 2019)
• ResNet (He et al., 2016) 
• ViT (Dosovitskiy et al., 2020)

Multimodal Baselines.
• MultiSentiNet (Xu and Mao, 2017)
• HSAN (Xu, 2017)
• Co-MN-Hop6 (Xu et al., 2018)
• MGNNS (Yang et al., 2021)
• CLMLF (Li et al., 2022)

Yiwei Wei*, Shaozu Yuan*, Ruosong Yang, Lei Shen, Zhangmeizhi Li, Longbiao Wang, Meng Chen, Tackling Modality Heterogeneity with Multi-View Calibration 
Network for Multimodal Sentiment Detection, ACL 2023.



Ablation Study & Discussion



Multimodal Sarcasm Detection
Motivation:
• Multimodal posts with the same labels typically 

exhibit more analogous graph representations than 
other posts

• Sarcasm is often a subtle emotion, sometimes not so 
intense

Our approach:
• Introduce a novel inference paradigm to multimodal 

sarcasm detection by applying graph-based global 
semantic awareness

• Propose a Fine-grained Graph-aligned (FGM) model, a 
simple yet effective framework to align and fuse fine-
grained unimodal graphs into a graph-based global 
space to capture contradictory sentiment cues

• Introduce Label-aware Graph Contrastive Learning 
(LGCL), which constrains graph-based 
representations with the same labels to be more 
similar in the semantic space

Problem definition:
Input: <Text, Image> pair
Output: {Sarcasm, Non-sarcasm}

Yiwei Wei*, Shaozu Yuan*, Hengyang Zhou, Longbiao Wang, Zhiling Yan, Ruosong Yang, Meng Chen, G2SAM: Graph-Based Global Semantic Awareness Method for 
Multimodal Sarcasm Detection, AAAI 2024.



Graph-Based Global Semantic Awareness Model

Yiwei Wei*, Shaozu Yuan*, Hengyang Zhou, Longbiao Wang, Zhiling Yan, Ruosong Yang, Meng Chen, G2SAM: Graph-Based Global Semantic Awareness Method for 
Multimodal Sarcasm Detection, AAAI 2024.



Experimental Results

Datasets:
• HFM (Cai, Cai, and Wan 2019)

Unimodal Baselines:
• Bi-LSTM (Graves and Schmidhuber 

2005)
• BERT (Devlin et al. 2018)
• Resnet 
• ViT (Dosovitskiy et al. 2020)

Multimodal Baselines:
• HFM (Cai, Cai, and Wan 2019)
• Res-BERT
• Att-BERT (Pan et al. 2020)
• InCrossMGs (Liang et al. 2021)
• CMGCN (Liang et al. 2022)
• HKEmodel (Liu, Wang, and Li 2022)
• MILNet (Qiao et al. 2023)
• DIP (Wen, Jia, and Yang 2023)



Discussion & Analysis

Yiwei Wei*, Shaozu Yuan*, Hengyang Zhou, Longbiao Wang, Zhiling Yan, Ruosong Yang, Meng Chen, G2SAM: Graph-Based Global Semantic Awareness Method for 
Multimodal Sarcasm Detection, AAAI 2024.



Multimodal Named Entity Recognition with Query Grounding

Problem definition:
Input: <Image, Text> pair
Output: Entity type and value in the text

Motivation:
• Implicitly alignments inside a sentence-

image pair is hard to interpret and evaluate
• Two-stage manner (detecting regions w/ 

tools then recognizing entity) brings error 
propagation

Our Approach:
• Propose a novel end-to-end MRC framework 

for Multimodal Named Entity Recognition
• Utilize label to provide prior knowledge of 

entity types and visual regions, and further 
enhance representations of both text and 
image

Meihuizi Jia, Lei Shen, Xin Shen, Lejian Liao, Meng Chen, Xiaodong He, Zhendong Chen, Jiaqi Li, MNER-QG: An End-to-End MRC framework for Multimodal Named 
Entity Recognition with Query Grounding, AAAI 2023.



Our Proposed Model

Meihuizi Jia, Lei Shen, Xin Shen, Lejian Liao, Meng Chen, Xiaodong He, Zhendong Chen, Jiaqi Li, MNER-QG: An End-to-End MRC framework for Multimodal Named 
Entity Recognition with Query Grounding, AAAI 2023.

MNER-QG is a multi-task framework: Query Grounding, Existence Detection, and Entity Span Prediction



Experimental Results

Dataset
• Twitter2015 (Zhang et al. 2018)
• Twitter2017 (Lu et al. 2018)

For query grounding, both weak supervisions and manual annotations 
were applied to acquire explicit text-image alignment data 

Meihuizi Jia, Lei Shen, Xin Shen, Lejian Liao, Meng Chen, Xiaodong He, Zhendong Chen, Jiaqi Li, MNER-QG: An End-to-End MRC framework for Multimodal Named 
Entity Recognition with Query Grounding, AAAI 2023.



Ablation Study & Discussion

Meihuizi Jia, Lei Shen, Xin Shen, Lejian Liao, Meng Chen, Xiaodong He, Zhendong Chen, Jiaqi Li, MNER-QG: An End-to-End MRC framework for Multimodal Named 
Entity Recognition with Query Grounding, AAAI 2023.



Multimodal Emotion Recognition

Motivation:
• Speech sequence is lengthy, how to pay attention 

to the key information and effectively ignore the 
interference of redundant information?

• Label information should be capable of helping 
the model locate the salient tokens/frames 
relevant to the specific emotion

Solution:
• Conduct label-text/speech interactions by 

introducing a label-token attention mechanism 
for the text and a label-frame one for the speech 
which encourages the model to pay more 
attention to the emotion-related tokens/frames

• Propose a novel label-guided cross-attention 
mechanism to fuse different modalities, capable 
of learning the alignment between speech and 
text from the perspective of emotional space

Problem definition:
• Input: <speech, text> pair
• Output: {Angry, Happy, Sad, Neutral}

Peiying Wang, Sunlu Zeng, Junqing Chen, Lu Fan, Meng Chen, Youzheng Wu, Xiaodong He, Leveraging Label Information for Multimodal Emotion Recognition, 
Interspeech 2023.



Our Proposed Model (LE-MER)



Experimental Results



Take-aways

• Given the inherent disparities among various modalities, it is crucial to bridge the modality gap for 
effective multimodal representation learning. Techniques such as fine-grained, graph-aligned 
models, text-guided fusion, semantic congruity constraints, and supervised graph contrastive 
learning are instrumental in mitigating this issue.

• Labels serve as valuable prior information, aiding in the feature fusion across different modalities, 
including text, speech, and image. The multi-task paradigm enhances knowledge transfer across 
diverse modalities.

• Self-supervised learning-based multimodal foundation models (GPT-4V, Gemini pro vision, LLaVA) 
represent the future, potentially unifying and simplifying both discriminative and generative tasks (not 
be discussed in this talk, maybe next time☺).



Thanks!
Email: chenmengdx@gmail.com

mailto:chenmengdx@gmail.com
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